Exercise session 3

Parameter Estimation for models driven by a fractional
Brownian motion
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Ergodic theorem for Gaussian processes

Let {X,}n>0 be a discrete-time stationary zero-mean Gaussian stochastic
process such that EXpX, — 0 as n — +o00. Then {X,},>0 is ergodic and,
in particular, for any function h: R — R,

1
- Z h(Xj, ..., Xjzk—1) = E[h(Xo, ..., Xk—1)] almost surely.

Continuous mapping theorem

Let (X,Sl), ... ,X,Sk)) — (XM, ..., X&) in distribution,almost surely or in
probability and let g : R¥ — R be a continuous function. Then

gXM L xPy 5 g(XM, ., X)) respectively in distribution, almost
surely or in probability.
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Exercise 1

Let X, = Xo + oBH, where Xo € R, 0 > 0 and H € (0,1). Show that

n
1 n—1
~2 o 2
Op = QVpi= D (Xip1 — Xe)
k=0
is an unbiased strongly consistent estimator for 2.

Observe that X1 — Xk = 0/[’1. We have already shown that I,f’l is
stationary and E/({’ll,f’1 — 0 by Ex. 3 of Session 2, thus we can use the

ergodic theorem for Gaussian processes to conclude that

1 n—1 0_2 n—1
QV, = - ;(derl — Xi)? = o kz_:o(/ﬁlf — 025[(1();,(1)2] =0’

almost surely, thus it is strongly consistent. To show that &2 is unbiased,
just observe that E[(I[”l)z] =1 by Ex. 1 of Session 2 and then

2 n—1
= o
£ = 23 ElU) = o2
k=0
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Exercise 2
Consider the model X,, defined before with unknown o and H.

a) Show that

n—1

1

Vip= —— Z(XkJr1 —2Xp 4+ Xi—1)? — (4—22M)a?  almost surely.

n—1
k=1

b) Use the previous result to construct a strongly consistent estimator
HY of the Hurst parameter H in the form f( gl\/: ) for some

continuous function f.

Observe that Xji 1 —2Xkx + Xk_1 = U(I[’1 — //5—1 1)- Again, we can use
the ergodic theorem for Gaussian processes to achieve

2 n—1

g
Vin= o1 Z(/ﬁl — iL1)? = P E(Ify — I5h)* = 0?E(B3' — 2B{")?

k=1
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Now observe
E(BY —2B{')> = E(BY')> — 4EBY' Bf! + 4E(B}")?
=22 _p22H 11 -1)+4=4-2%2H
concluding a).
For b), recall that QV,, is a strongly consistent estimator of o2.

Continuous mapping theorem suggests to consider ﬁ,(,l) such that
(1
Vi = QVp(4 — 227) e,

Sy 1 V.
A = Zlog, (4— =2 ).
2 ng( Qvn

To verify that I/-I\,(,l) is a strongly consistent estimator of H, use
continuous mapping theorem to observe that

2 2H
5i(1) 1 o°(4 —27)
Hn — 5 |0g2 (4 — 702

1
= > log (4—4+22”) — H.
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Exercise 3
Consider § > 0 and the model X, = Xo + O'B;,I, with unknown o and H.
a) Show that ﬁ,(,l) is still a strongly consistent estimator of H;

b) Using QV, and /7,(71), construct a strongly consistent estimator 8% of

0'2.
4

Set, for simplicity, tx = kJ. Let us evaluate the limit of QV,,. Observing
that tx 11 = tx + 0 we have Xg1 — Xk = alﬂ(s. Again, the process /5115 is
ergodic (with the same arguments as in Ex. 3 of Session 2), thus we have

QVy — d?E(lgh)? = 0?51,
With the same argument we have

Vin — a2E(/5fg - /({’5)2 = o?E(BL — 2BH)?.
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This time we use self-similarity of B/’ to conclude that
Vi — 62Ho?E(By — 2Bf')? = °Ho?(4 — 22).

By continuous mapping theorem we have

o252H (4 — 92H

o282H

Concerning point b), since QV,, — ¢26?, the continuous mapping

~ ~ 51 .
theorem suggest to use 52 such that QV,, = 5262, that is to say

52 = QU2
_ QU2

Indeed, the function (o2, H) = 026—2M is continuous and then, by
continuous mapping theorem, we have

252H5—2H — 2

G20 o°.
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Exercise 4

Consider the model X; = Xo + o B} for t € [0, T] with unknown o and H.
Consider N € N with N > 1 and define t,’(v = ﬁk for0 < k< N -—1.

Consider X,iv = XtLV and define

=
QVn = N (X;£V+1 — X2
k=0
and
;N2
Vin= 5 (XML —2xY + xN0)2
k=0

a) Show that (N —1)?HQVy 4 T2Hs2 apd
(N—1)2Hvy y S (4 — 22H) T2Ho2,

b) Show that ﬁ,(vl ) i still a consistent estimator of H.
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Let us evaluate the limit of QVy. Observing that tY,, =t} + e Wwe

have X}, — XY = ol”,

Tkl . Using self-similarity properties of lt,Hs from

Ex. 4 of Session 2 we have
2 2H N-1
i g T H \2
o =y (I\I—l) 2 ()
k=0
Thus, by ergodic theorem, we conclude that

T2H ;2 N-1

(N—1)2HQuy £ ST - T2,
k=0
Again, by self-similarity, we have
2 N—-1
M 2
V]_N_ ; 1(k 1)’NT1)
2HN 1
¢ = (7 ) SUf - 1)
k=1
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Again, by ergodic theorem, we have

(N =12 vy & T2 24— 22H),

To show point b), let us first observe, by continuous mapping theorem,

~ 1 Vin
AP = Zlog, (4 — =&
N2 ( QVN)
Lo, (N—-1)2Hvy
— %82 (N —1)2HQVy
1 T2H52(4 — 22H)
5 |0g2 <4 — T2HO'2 > = H

However, being H a constant value (and not a random variable), in such
specific case convergence in distribution implies convergence in probability.
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Exercise 5

Let X, = Xo + oB!! with unknown o > 0 and H € (0,1).
a) Show that

1 n—1

Vo= 1 ;(Xkﬂ — Xk—1)2 — 22152 almost surely;

b) Use the previous result to construct a strongly consistent estimator
H® of the Hurst parameter H in the form f(V, ,/QV,) for some
continuous function f;

c) Consider 6 > 0 and X, = Xp + 08(4',’7 with unknown o and H. Prove

that H,(,z) is still a strongly consistent estimator of H.
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d) Consider X; = Xo + 0B} for t € [0, T] with unknown & and H. Fix
N € N with N > 1 and define ) = 5Lk for 0 < k < N — 1. Finally,
consider XN = - Define

Prove that ﬁ,(\,z) is still a consistent estimator of H.

To solve item a), observe that Xx.1 — Xxk—1 = o(//; + 1/' | |) and then
use the ergodic theorem for Gaussian processes to achieve

2 n—1
S+ )7 = U+ Igh)? = ?E(BY)? = 0221,
k=1

g
Vo o= —
2.n n_1
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For item b), continuous mapping theorem suggests to set I:I\,(,2) such that
g2 .
Vz’n = QV,,22H" , 1.€.

~) 1 Vo, 1 o222H
AP = 5 log (—”) — §|0g2< =) =H.

Concerning item c), set tx = k¢ and recall that, by Ex. 3, QV, — §2Ho2.
On the other hand, using the fact that tx11 = tx + J, we have, using
ergodicity of Ixs5,

2> n—1
g
Von = D Usts+ Il _1y5)" — 07 E(B3)? = 0?22H5*H.

n—1
k=1
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Hence, by the continuous mapping theorem,

h(2) 1 \/27,1 1 0.222H52H B
Hn —2|0g2<QVn> —>§|Og2 W = H.

Now let us work with item d). To do this, recall from Ex. 4 that
(N — 1)2HQVN i> T2Hs2, Concerning V5 y, we have, setting éy = %

2 N—-1

(N —1)2H Z(ﬁs,\,k,aN + Iy (k=1)6n)
k=1

N—1)2Hv, y =
( ) Vo N1

N—1
d ooon 1 2
e (L — E le1+ 1

o N_1 k—l( k1 k 1,1)

s G2T2HE(BHY2 = 2H T2H 52,

where we also used the ergodic theorem for Gaussian processes.
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Hence, by continuous mapping theorem

ﬁl(v2) 1 |0g2 (gzvN)

1 (N —1)2H v,
282 ((N—1)2HQVN>
1
2

d T2H0'222H
|Og2 W = H.

Being H a constant value, this is enough to imply consistency of ﬁ,(\,z)
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Exercise 6

Let X, = Xo +o(BH — BH |) with unknown o > 0 and H € (0,1). Denote
Xn=13"1_| Xk and define the family of functionals S : RN — R as

So(x) = J %Z (xe — %)%

k=1

Show that S2(X) is a strongly consistent estimator of 2.

Hints

Set Up = 1320 (Ih)2, Yo = B and F(U, Y) = U — Y2. Observe that
F is a continuous function.
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Observe that

= ZXk—X0+ Z(Bk Bk-1)=Xo+o
Thus
1 < BH\ 2
SHX) = . (Xo +a(Bf' =B 1)~ Xo —an">
k=1

where F(U,Y) = U~ Y2 Uy =230_ (1ff)? and Y, = B

July 3, 2021
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By continuous mapping theorem, we only have to study the limits of U,
and Y,. Concerning U,, by ergodic theorem, we have

Un — E[(Igh)*] = 1.

Concerning Y, we can rewrite it in terms of lﬁl as

n—1
1
Vo= > 1 — Ellghl =0,
k=0

where the limit follows from the ergodic theorem. Thus, continuous
mapping theorem implies that

S2(X) — 0?F(1,0) = 0.
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Exercise 7

Let X, be the same as in the previous exercise. Let R, : RN 5 R as
Rn(X) = 1rgggn(k(>_<k — X»)) (k(Xk = Xn))

and ¢ : C([0,1]) — R defined as

O(f) = max (F(t) = tf(1)) = min (F(t) - tF(1)).

) )

— min
1<k<n

Show that n=HR,(X) — o®(B") in distribution.

Hints
Use self-similarity of BH and recall that for any f € C([0,1]) it holds
k
max f (—) — max (1), n— oo,
%S%Sl n te[0,1]
and the same holds for the minimum.
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Recall that X, = Xo + O'BT"'-I, thus

1<k<n
k k
=on" | max (BY —=Bf') — min (B - =Bf
ka7 AN

Being f(t) = BF — tB}! a (a.s.) continuous function, we can use the

hint to conclude that

(Bﬁ . tBl”) ~ min (B,{* - th)) — o0 (BM).

nHR,(X) % g < max
0<t<1

0<t<1
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Exercise 8
Let X, be the same as in Ex. 6 and consider S,, R, : RN — R defined
respectively in Ex. 6 and 7 and define (R/S)n(X) = Rn(X)/Sn(X).

a) Show that ( oo (X)
o (R/S)220(X) d
2 RIS (X))

b) Use the previous result to construct a consistent estimator H,, of H.

v

Slutsky’s Theorem

Let (X,(,l) . X(k)) be a sequence of random variables such that
(X,Sl), e X( )) S (X X&) where (XM X)) is a random
variable, ad let (eﬁ,”, . ,eﬁ,”)) be a sequence of random variables such

that (éﬁ,”, . ,é&h)) 5 ((:)(1), e (:)(h)), where (C:)(l), Cee (:)(h)) is a
constant. Let g : R x R" — R be a continuous function. Then

gx o x e, 8y & g(x™, . xW) eM . &)

v

e RN



To prove a), first recall that, by Ex. 6 S,(X) — o almost surely, thus also

in probability. On the other hand , by Ex. 7, n™HR,(X) LN ad(BH).
Thus, by Slutsky’s theorem (which can be applied since o > 0),
n_HR,,(X) d
— 7 5 o(BM).
s Y
By continuous mapping theorem we have

ot (R/S)an(X) _ 272"(R/S)pen(X) o @(B)

(RIS)n(X) — 2 7(R/S)m(X)  ®(BF)
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Concerning point b), continuous mapping theorem suggest to choose ﬁ,,

such that
2—nﬁnw =1
(R/S)an(X) — 7
ie. Sl (R/S)22n(X)
H, = = log, <(R/S)2n(X)> ‘

Indeed, by continuous mapping theorem, we have

T 1 nHa—n (R/S) 2"(X)

fin = 1 1082 (2 . (R/sfzn(X)>
1 i (RIS)n (X))
= H+Elog2 <2 H(R/S);(X)) — H.

Convergence in probability follows as H is a constant value.

July 3, 2021
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Exercise 9

Let X, = Xo + 0n + O'B,';_I with Xo € R and unknown 6 € R, 0 > 0 and
H e (0,1).
a) Show that 5,, = % is a strongly consistent estimator of 6;
b) Show that QV, — 6% + o?;
c) Use point b) to construct a strongly consistent estimator G2 of o2;
)

d) Construct a strongly consistent estimator ﬁ,, of H of the form
f(V1,n/52) for some continuous function f.
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To show item a), observe that

X X BH
0 g4 g,
n n n

where the convergence is justified by the ergodic theorem, rewriting
B/‘;I = ZZ:O I[,Il'
To show item b), observe that Xy — X1 =6 + 0/111,1 and then

1 n
Q\/n = n—1 ;(0 + 0./[/_171)2

n

1
P 2(2901[11,1 + J2(/15,71,1)2)-
k=1

By the ergodic theorem, we have
QVy — 62 + E(200lgh + 0 (I§h)?) = 6> + o°.
Concerning point c), continuous mapping theorem suggests to set

52 =QV,— 02— o>+ 6% — 6* = o>
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To solve point d), observe that Xy11 — 2Xx + Xk_1 = //51 + I[’_l 1 asin
the case § = 0. Thus, again, V4 , — 02(4 — 22H). Continuous mapping
theorem suggests to set
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Exercise session 4

Parameter Estimation for models driven by a fractional
Brownian motion: practical session
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Exercise
Implement the estimators discussed in the previous Session of Exercises.
You can use any calculus environment (MATLAB, R, Mathematica, also C

or Fortran if you prefer). In particular, for any estimator, test it with a
suitable choice of parameters for n = 50, 100, 200, 500, 1000. Use 5000
samples. In particular evaluate the following quantities:

@ The average of each estimator

@ The bias of each estimator (i.e. the difference between the average
and the actual parameter to estimate);

@ The variance of each estimator;

@ The mean square error of each estimator (i.e. the sum of the variance
and the square of the bias).

Recall that we will use R in the exercise session.
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In R, use the somebm package. Precisely, there is the function fbm that
generates a skeleton in [0, 1] of n nodes for a fractional Brownian motion
of Hurst index H. The syntax is given by:

fbm(hurst=H, n=nodes)

Then, one can use self-similarity of the fBm to extend (or reduce) the
interval to [0, T].
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