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Abstract

In this paper we study the Set Orienteering Problem which is a generalization of the Orienteering Problem where customers are grouped in clusters and a profit is associated with each cluster. The profit of a cluster is collected only if at least one customer from the cluster is visited. A single vehicle is available to collect the profit and the objective is to find the vehicle route that maximizes the profit collected and such that the route duration does not exceed a given threshold. We propose a mathematical formulation of the problem and a matheuristic algorithm. Computational tests are made on instances derived from benchmark instances for the Generalized Traveling Salesman Problem with up 1084 vertices. Results show that the matheuristic produces robust and high-quality solutions in a short computing time.
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Introduction

Routing problems with profits received significant attention in recent years, as witnessed by the large literature surveyed in three recent papers, i.e., \textsuperscript{[3, 7]} for routing problems with profits where the profit is associated with nodes of a graph, and \textsuperscript{[2]} for problems where the profit is associated with arcs or edges of a graph. As witnessed by these three surveys, the literature on ‘node’ routing
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problems, i.e., the first of the two classes mentioned above, is much wider than the one on arc routing problems. In particular, among all node routing problems with profits studied in the literature, the most widely known is undoubtedly the Orienteering Problem (OP) where a profit is associated with each customer and the objective is to find a single vehicle tour maximizing the profit collected from visited customers and such that the duration of the tour does not exceed a maximum time limit. The profit of each customer can be collected at most once. The problem was first introduced in [13] and many variants of the problem have been studied, as described in [3, 7]. One of the most recent variants is the one presented in [1] where customers are grouped in clusters, a profit is associated with each cluster and it is collected only if all customers belonging to the cluster are visited. The authors called this problem the Clustered Orienteering Problem (COP). They present a mathematical formulation and two solution algorithms. They also describe practical applications related to the distribution of mass products where customers are retailers belonging to different supply chains.

In this paper we are interested in a variant of the OP which shows some analogies with the one studied in [1]. In particular, we study the problem where customers are grouped in clusters. A profit is associated with each cluster and is collected only if at least one customer from the cluster is visited. The objective is to find the vehicle route that maximizes the collected profit and such that the corresponding duration does not exceed a given threshold. We call this problem the Set Orienteering Problem (SOP). The SOP finds application in mass distribution products, as for the COP, where a different distribution plan is sought. In particular, consider the case where customers belong to different supply chains and the carrier stipulates contracts with chains. Then, instead of having to serve all retailers belonging to the chain with which the contract has been stipulated, as happens in the COP, in the SOP the carrier may choose to serve only one customer from the chain (and, implicitly, serving the entire quantity demanded by the chain). This way, the carrier may be able to offer a better price for the service. The inner distribution among all retailers in the chain will be then organized internally. Thus, the SOP presents an alternative to
the distribution strategy applied in the COP which may be advantageous both for the carrier and for the chains. Another application arises when customers are clustered in areas and the service to each area is made by delivering the entire quantity required by all customers in the area to a single customer, the one that is visited. This happens also when private customers group together to reach large quantity orders, and thus hopefully a lower price. Typically, in this case, the delivery is made to a single location.

The contribution of this paper can be summarized as follows. We introduce the SOP, present a formal description and a mathematical formulation. We then propose a matheuristic algorithm for its solution which is tested on instances derived from benchmark instances for the Generalized Traveling Salesman Problem (GTSP) with up to 1084 vertices. In particular, we first show the performance of the algorithm on small instances by comparing the results obtained from the matheuristic with optimal solutions. In addition, we test the performance of the matheuristic on large instances for which the optimal solution is known. We then present an exhaustive study of the contribution of the MILP embedded in the matheuristic. The results show that the contribution of the MILP is more evident on large instances. Moreover, even if the MILP makes the overall algorithm slower, computing times remain reasonable even on the largest instances.

The paper is organized as follows. A formal description of the problem together with a mathematical formulation are presented in Section 1. The matheuristic algorithm is described in Section 2 while computational results are presented in Section 3. Finally, conclusions are drawn in Section 4.

1. Problem description and formulation

As the SOP is a generalization of the OP, we first provide a formal description of the OP.

The OP is defined on a complete directed graph \( G = (V, A) \) where \( V = \{0\} \cup C \). Vertex 0 represents the depot from which the vehicle starts and ends
its tour. $C$ is the set of customers. A profit $p_i$ is associated with each customer $i \in C$ and is collected if and only if customer $i$ is visited by the vehicle. Moreover, a cost $c_{ij}$ is associated with each arc $(i, j) \in A$. The objective is to find the tour that maximizes the collected profit and such that the associated cost (or duration) does not exceed a maximum value $T_{max}$.

In this paper we study a variant of the OP which we call the *Set Orienteering Problem* (SOP). In the SOP, customers in $C$ are grouped in clusters $C_g$ with $g = 1, \ldots, l$ such that $\bigcup_{g=1}^l C_g = C$ and $C_g \cap C_h = \emptyset$, $\forall C_g, C_h \in \mathcal{P}$ where $\mathcal{P} = \{C_1, \ldots, C_l\}$ is the set of clusters. A profit $p_g$ is associated with each cluster and is collected if and only if at least a customer $i \in C_g$ is visited in the tour. The profit of each cluster can be collected at most once. As in the OP, the objective is to find the tour that maximizes the collected profit and such that the associated cost does not exceed $T_{max}$. In the following we assume that costs $c_{ij}$ satisfy the triangle inequality. In this case, as shown in [9], an optimal solution always exists where one vertex per cluster at most is visited. This property is used in the solution method presented in Section 2.

In order to present a mathematical formulation for the SOP, we need the following notation. For any subset of vertices $S \subset V$, we define $\delta^+(S) = \{(i, j) \in A : i \in S, j \notin S\}$ and $\delta^-(S) = \{(i, j) \in A : i \notin S, j \in S\}$. For the ease of presentation, in the following we will use the notation $\delta^+(i)$ and $\delta^-(i)$ when $S = \{i\}$. The decision variables are the following:

- $y_i = \text{binary variable equal to 1 if vertex } i \in V \text{ is visited by the vehicle, and 0 otherwise,}$
- $x_{ij} = \text{binary variable equal to 1 if arc } (i, j) \in A \text{ is traversed by the vehicle, and 0 otherwise,}$
- $z_g = \text{binary variable equal to 1 if the profit of cluster } C_g \text{ is collected and 0 otherwise.}$

The mathematical programming formulation of the SOP is the following:
max \sum_{j \in P} p_g z_g \quad (1)

\text{s.t.} \quad \sum_{(i,j) \in \delta^+(i)} x_{ij} = y_i \quad i \in V, \quad (2)

\sum_{(j,i) \in \delta^-(i)} x_{ji} = y_i \quad i \in V, \quad (3)

\sum_{(i,j) \in \delta^+(S)} x_{ij} \geq y_h \quad S \subseteq V \setminus \{0\}, \ h \in S, \quad (4)

\sum_{(i,j) \in A} c_{ij} x_{ij} \leq T_{\text{max}}, \quad (5)

z_g \leq \sum_{i \in C_g} y_i \quad C_g \in \mathcal{P}, \quad (6)

y_i \in \{0,1\} \quad i \in V, \quad (7)

z_g \in \{0,1\} \quad C_g \in \mathcal{P}, \quad (8)

x_{ij} \in \{0,1\} \quad (i,j) \in A. \quad (9)

The objective function (1) maximizes the collected profit. Constraints (2) and (3) ensure that one arc enters and one arc leaves each visited vertex. Subtours are eliminated through (4). Constraint (5) is the maximum duration constraint on the route while (6) imposes that the profit of cluster $C_g$ is collected only if at least one customer $i \in C_g$ is visited in the tour. Finally, (7)-(9) are variable definitions.

Note that formulation (1)-(9) has an exponential number of subtour elimination constraints (4). A formulation with a polynomial number of constraints is obtained by introducing arc flow variables $u_{ij}$, representing the amount of flow crossing the edge $(i,j)$, and substituting (4) with the following constraints:

\sum_{j \in V} u_{ji} - \sum_{j \in V} u_{ij} = y_i \quad i \in V \setminus \{0\}, \quad (10)

u_{ij} \leq (n - 1)x_{ij} \quad (i,j) \in A, \quad (11)

y_0 = 1 \quad (12)

u_{ij} \geq 0 \quad (i,j) \in A, \quad (13)
where \( n = |V| \). We note that this formulation of subtour elimination constraints has been proposed in [6] for the Traveling Salesman Problem (TSP) and its performance has been recently assessed in [11].

2. A matheuristic for the SOP

In this section we describe the heuristic algorithm we have designed for the solution of the SOP. It is a matheuristic algorithm which is composed by the following two phases:

1. Phase 1: Construction of an initial solution.
2. Phase 2: Tabu search.

It is a matheuristic algorithm as the tabu search makes use of a MILP formulation when it struggles in finding a new non-tabu feasible solution. In the following we refer to the algorithm as MASOP - a MAtheuristic for the SOP.

We now describe in details the two phases. We define the following notation. Given a tour \( T \), we denote as \( C(T) \subseteq P \) the set of clusters visited in \( T \), i.e., the set of clusters for which at least one vertex is visited in \( T \), while \( p(T) \) and \( c(T) \) are the profit and the cost associated with \( T \), respectively. \( T \) is a feasible tour if and only if \( c(T) \leq T_{max} \). Moreover, given a vertex \( i \in V \setminus \{0\} \), let \( C(i) \) be the cluster to which \( i \) belongs. On the other hand, given a cluster \( C_g \), let \( V(C_g) \) be the set of all vertices belonging to \( C_g \).

2.1. Phase 1: Construction of an initial solution

MASOP constructs an initial feasible solution through a simple greedy algorithm which inserts clusters in the tour as long as this is feasible. In particular, it starts with a path \( T \) visiting vertex 0 only. Let \( u \) be the last vertex visited in \( T \) and let \( C_f \) be the cluster in \( P \setminus C(T) \) with the highest profit, i.e, \( C_f = \text{argmax}_{C_g \in P \setminus C(T)} \{p_g\} \). Then, the procedure attaches at the end of \( T \) the vertex \( v \in C_f \) such that \( c_{uv} + c_{v0} \) is minimum, if \( c(T) + c_{uv} + c_{v0} \leq T_{max} \). If no such vertex exists, the procedure considers the cluster with the second highest
profit and iterates. If no vertex can be feasibly inserted in \( T \), the procedure stops and \( u \) is linked with 0. This way, \( T \) becomes a tour.

Once a feasible solution is constructed as described above, before starting Phase 2, MASOP applies the following procedure which is aimed at improving the cost associated with tour \( T \). The idea is to maintain the same set \( C(T) \) of clusters visited, and thus the same associated profit \( p(T) \), while reducing cost \( c(T) \). The procedure consists of two steps.

In the first step, the procedure determines, for each cluster of \( C(T) \), which vertex has to be visited in order to obtain the minimum cost tour provided that the clusters in \( C(T) \) are visited according to the sequence defined in \( T \). This problem can be solved in polynomial time by solving a shortest path problem as shown in [8, 12, 4]. Note that the problem can be solved as a shortest path thanks to the fact that the triangle inequality holds, as shown in [8]. Once the first step is terminated, we apply the second step which aims at optimizing the sequence of visiting the vertices included in \( T \). In particular, let \( V(T) \) be the set of vertices visited in \( T \). The second step consists in applying the Lin-Kernighan algorithm [10] for the solution of the Traveling Salesman Problem to the set \( V(T) \). The procedure iterates between the first and the second step as long as an improvement is found. The sketch of the procedure is shown in Algorithm 1. We call the procedure *Tour Improvement*.

**Algorithm 1** Tour Improvement

1: Input: Tour \( T \).
2: Output: Tour \( T_{\text{best}} \).
3: \( T_{\text{best}} \leftarrow T \).
4: \( T \leftarrow \) Solve Shortest Path(\( T \)).
5: \( T \leftarrow \) Solve Lin-Kernighan (\( V(T) \)).
6: if \( (c(T_{\text{best}}) > c(T)) \)
7: \( T_{\text{best}} \leftarrow T \). Return to 4.
8: else
9: STOP.
10: Return \( T_{\text{best}} \).
2.2. Phase 2: Tabu search

Phase 2 aims at improving the initial solution constructed in Phase 1 through a tabu search which is composed by the following procedures:

- **ExploreNeighborhood**\((T, TL)\): this procedure explores the neighborhood of the solution represented by \(T\) on the basis of the tabu list \(TL\) and is explained in Section 2.2.1.

- **MIPMove**\((T)\): this function explores a different neighborhood which is based on the solution of a MILP. No tabu list is considered. It is called when function **ExploreNeighborhood**\((T, TL)\) does not find any feasible non-tabu solution. **MIPMove**\((T)\) is described in Section 2.2.2.

- **Shake**\((T)\): this is a diversification procedure which destroys the current solution \(T\) by removing a number of clusters visited in \(T\) at random. It is described in Section 2.2.3. It uses two operators: **SoftShake**\((T)\) and **HardShake**\((T)\).

A sketch of the tabu search algorithm is provided in Algorithm 2.

The tabu search is started with the initial feasible solution provided by Phase 1 (line 1). The main loop of the algorithm is in lines 5–44. The algorithm continues until a maximum number of iterations without improvement is reached (line 5). The counter of iterations without improvement is set to 0 any time a new best solution is found (line 21 and 31) and is decreased by 1 any time the new solution improves the current one (line 11).

The main loop works as follows. First, the **ExploreNeighborhood**\((T, TL)\) procedure is called (line 8). If it succeeds in finding a non-tabu feasible solution, then the move is implemented (line 13) and the tabu list is updated (line 14). The neighborhood is entirely explored and the best move is implemented. In addition, every \(\alpha\) iterations the Tour Improvement procedure (Algorithm 1) is applied to the current tour \(T\) (line 17). If **ExploreNeighborhood**\((T, TL)\) fails in finding a new non-tabu feasible solution, then **MIPMove**\((T)\) is invoked (line 25) only if **MIPInvoke** = true. **MIPInvoke** is a binary
Algorithm 2 Tabu Search

1: Input: Tour $T$. \(\backslash\backslash\) Provided by Phase 1
2: Output: Tour $T_{best}$.
3: $T_{best} \leftarrow T$.
4: numIterations $\leftarrow 0$; MIPInvocable $\leftarrow$ true.
5: while numIterations $\leq$ maxIterations do
6:     numIterations $+$ +.
7:     ShakeInvocable $\leftarrow$ true.
8:     $T' \leftarrow$ ExploreNeighborhood($T, TL$).
9:     if $T' \neq$ null then
10:         if $p(T') > p(T)$ then
11:             numIterations $-$ -.
12:             $T \leftarrow T'$.
13:             Update $TL$.
14:             MIPInvocable $\leftarrow$ true.
15:             if numIterations$\%\alpha = 0$ then
16:                 $T \leftarrow$ Tour Improvement ($T$).
17:             end if
18:             numIterations $\leftarrow 0$.
19:             if $p(T') > p(T_{best})$ then
20:                 $T_{best} \leftarrow$ Tour Improvement ($T'$).
21:             end if
22:             if $p(T) > p(T_{best})$ then
23:                 $T_{best} \leftarrow$ Tour Improvement ($T$).
24:             end if
25:         end if
26:     end if
27:     if (MIPInvocable $=$ true) then
28:         $T' \leftarrow$ MIPMove($T$).
29:         if $p(T') > p(T)$ then
30:             $T \leftarrow T'$.
31:             ShakeInvocable $\leftarrow$ false; MIPInvocable $\leftarrow$ false.
32:         end if
33:     end if
34:     if (ShakeInvocable $=$ true) then
35:         MIPInvocable $\leftarrow$ true.
36:         if $p(T) \geq p(T_{best}) - \beta \times p(T_{best})$ then
37:             $T \leftarrow$ SoftShake($T$).
38:         else
39:             $T \leftarrow$ HardShake($T$).
40:         end if
41:     end if
42: end while
43: Return $T_{best}$.
variable that checks whether the \textit{MIPMove}(T) procedure has already been applied to the current tour \( T \) (in this case \( MIPInvocable = \text{false} \)) or not (\( MIPInvocable = \text{true} \)). A similar role has variable \textit{ShakeInvocable} for the \textit{Shake}(T) function. If \( MIPMove(T) \) improves the current solution, then both \( MIPInvocable \) and \( ShakeInvocable \) are set to false as the idea is to first direct the search to the improvement of the new solution just found (line 28). Finally, there is the shaking phase which is invoked only if \( ShakeInvocable = \text{true} \), i.e., when \textit{ExploreNeighborhood}(T,TL) fails in finding a new non-tabu solution and \( MIPMove(T) \) does not improve the current solution. Then, if the profit of the current tour \( T \) is not lower than \( \beta \) times the profit of the best tour, \textit{SoftShake}(T) is applied. Otherwise, the algorithm applies \textit{HardShake}(T) (line 37).

We now explain the three main procedures \textit{ExploreNeighborhood}(T,TL), \textit{MIPMove}(T) and \textit{Shake}(T) in detail.

\subsection*{2.2.1. Procedure \textit{ExploreNeighborhood}(T,TL)}

Given the current solution represented by tour \( T \), the neighborhood of \( T \), which we call \( N(T) \), is defined by the following moves:

- **Insert.** For all clusters \( C_g \in \mathcal{P} \setminus C(T) \), the operator evaluates the insertion of \( C_g \) in \( T \). The insertion works as follows. Let \( \langle v_1, \ldots, v_k \rangle \) be the sequence of vertices visited in \( T \), where \( v_1 = v_k = 0 \). Starting from \( v_1 \), the operator determines the vertex \( i \in C_g \) for which \( c_{v_1 i} + c_{iv_2} \) is minimum. The insertion is evaluated for all insertion points, i.e., for all \( v_j \) with \( j = 1, \ldots, k - 1 \) and the best one is retained only if it leads to a new cost not greater than \( T_{max} \).

- **Swap.** For each pair of clusters \( C_g \in \mathcal{P} \setminus C(T) \) and \( C_h \in C(T) \), the operator evaluates the exchange of them, i.e., inserting \( C_g \) in \( T \) and removing \( C_h \). The procedure is done by first evaluating the removal of \( C_h \) and then evaluating the insertion of \( C_g \) as done by the operator **Insert**. The removal of \( C_h \) is done by simply joining the predecessor of the vertex.
in \( C_h \) visited in \( T \) with its successor.

An iteration of the tabu search consists in evaluating all the neighbor solutions in \( N(T) \). Infeasible solutions are discarded and the best non-tabu solution is chosen as the new solution, thus becoming the current solution at the next iteration. Solutions are evaluated through a hierarchical objective function where the first objective consists of the profit associated with the solution and the second is the associated cost. Thus, the best solution in terms of total profit is chosen. In case of ties, the solution with the lowest cost is chosen.

The tabu list is defined as follows. When a cluster is removed (inserted) from the current solution \( T \), then it is tabu to reinsert (remove) it for a number of iterations equal to

\[
\text{rand}(\lfloor \lambda \rfloor)
\]

where \( \text{rand}(\lfloor \lambda \rfloor) \) is a function that returns a random integer number in \((0, \lfloor \lambda \rfloor]\), \( l = |\mathcal{P}| \) and \( \lambda \) is a positive parameter. Moreover, each time a new best solution is found, procedure \textit{Tour Improvement} is called to reduce the cost \( c(T) \). \textit{Tour Improvement} is also called every \( \alpha \) iterations of the tabu search and applied on the current solution, independently of the fact that this is a new best solution or not.

\subsection*{2.2.2. Procedure \textit{MIPMove}(T)}

\textit{MIPMove}(T) is called if \textit{ExploreNeighborhood}(T, TL) fails in finding a new feasible non-tabu solution. The idea is to apply a move with a broader range of possible changes to the current solution \( T \) and, thus, a higher probability of finding a new feasible solution. No tabu list is considered. It works as follows.

First, a set of clusters visited in \( T \) is removed from \( T \). The number \( \delta \) of removed clusters is chosen randomly in \([5\%|T|; 15\%|T|]\). This interval gives the possibility of exploring a larger neighborhood than \textit{ExploreNeighborhood}(T, TL) without destroying the current solution \( T \). In order to choose the clusters to be removed, clusters in \( T \) are ordered on the basis of a non-decreasing value of the ratio
\[ \frac{p_g}{rs_g} \]

where \( rs_g \) is the removal saving obtained by removing the vertex \( v \in C_g \cap T \) from \( T \) (i.e., joining its predecessor with its successor). If \( rs_g = 0 \) then we fix it to 1. This last situation occurs when \( v \in C_g \) is on the segment connecting its predecessor and its successor in \( T \). The subset composed by the first \( \delta \times 1.5 \) clusters of the ordered list is considered and then \( \delta \) clusters are chosen randomly from this subset. This way, a tour \( T' \) on the remaining clusters is found. By multiplying the parameter \( \delta \) by 1.5, we avoid to always select the first \( \delta \) clusters from the sorted list and we introduce randomness in this selection.

Then, a MILP is solved to insert non-visited clusters in \( T' \). Let us define \( D = \mathcal{P}(\mathcal{C}(T')) \) as the set of clusters not visited in \( T' \) and \( \Gamma \) be the set of all subsets of \( D \) composed by one or two clusters. Moreover, let \(< v_1, \ldots, v_k >\) be the sequence of vertices visited in \( T' \), with \( v_1 = v_k = 0 \). For each set \( \gamma \in \Gamma \), we compute the cost of inserting \( \gamma \) between \( v_i \) and \( v_{i+1} \), \( i = 1, \ldots, k - 1 \), which we denote \( \Delta_{\gamma i} \). Cost \( \Delta_{\gamma i} \) is computed as follows. In case \( \gamma \) is formed by a single cluster \( C_g \), then \( \Delta_{\gamma i} \) corresponds to the length of the shortest path visiting, in sequence, \( v_i \) - a vertex in \( C_g \) - \( v_{i+1} \). In case \( \gamma \) is formed by two clusters \( C_g \) and \( C_h \), then \( \Delta_{\gamma i} \) corresponds to the minimum between the length of the shortest paths \( v_i \) - a vertex in \( C_g \) - a vertex in \( C_h \) - \( v_{i+1} \) and \( v_i \) - a vertex in \( C_h \) - a vertex in \( C_g \) - \( v_{i+1} \). Note that we do not consider subsets of clusters of cardinality greater than 2 as this would be computationally too expensive. Finally, let \( a_{\gamma g} = 1 \) if set \( \gamma \in \Gamma \) contains cluster \( C_g \in D \), 0 otherwise. The following MILP is then solved:
max \sum_{\gamma \in \Gamma} \sum_{i=1}^{k-1} p(\gamma) w_{\gamma i} \quad (15)

s.t. \sum_{\gamma \in \Gamma} \sum_{i=1}^{k-1} a_{\gamma g} w_{\gamma i} \leq 1 \quad C_g \in D, \quad (16)
\sum_{\gamma \in \Gamma} w_{\gamma i} \leq 1 \quad i = 1, \ldots, k - 1, \quad (17)
\sum_{\gamma \in \Gamma} \sum_{i=1}^{k-1} x_{\gamma i} \leq T_{max}, \quad (18)
w_{\gamma i} \in \{0, 1\} \quad \gamma \in \Gamma, \quad k = 1, \ldots, k - 1 \quad (19)

where $w_{\gamma i}$ is a binary variable which takes value 1 if set $\gamma$ is inserted after vertex $v_i$, 0 otherwise. The objective function (15) aims at maximizing the profit of the clusters inserted. Constraints (16) state that each cluster can be inserted at most once while (17) establish that at most one element from $\Gamma$ can be inserted between two consecutive vertices $v_i$ and $v_{i+1}$. Finally, (18) is the maximum duration constraint.

The solution of (15)–(19) provides a new tour $T''$. If $p(T'') > p(T)$, then the procedure is iterated. A sketch of $MIPMove(T)$ is provided in Algorithm 3.

**Algorithm 3** $MIPMove(T)$

1: Input: Tour $T$.
2: Output: Tour $T''$.
3: $T' \leftarrow$ remove $\delta$ clusters from $T$.
4: $T'' \leftarrow$ solve (15)–(19) on $T'$.
5: if $p(T'') > p(T)$ then
6: \hspace{1cm} $T \leftarrow$ Tour Improvement ($T''$).
7: \hspace{1cm} Return to line 3
8: end if
9: Return $T$. 
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2.2.3. Procedure $\text{Shake}(T)$

$\text{Shake}(T)$ aims at destroying the current solution and directing the search to a different part of the solution space. It removes at random a certain number of clusters from $T$. The only difference between $\text{SoftShake}(T)$ and $\text{HardShake}(T)$ is the number of clusters removed. In particular, in $\text{SoftShake}(T)$ this number is chosen randomly in $[5\%|T|; 15\%|T|]$ while in $\text{HardShake}(T)$ it is in $[30\%|T|; 40\%|T|]$.

3. Computational tests

In this section we present the computational results of the tests we made in order to evaluate the performance of MASOP. The algorithm was coded in C++ on an OSX platform (Imac late 2012), running on an Intel Core i7 2.8 GHz processor with 16 GB of RAM. The mathematical formulations were solved using the ILOG Concert Technology library and CPLEX 12.6.

In the following section we describe how we generated the instances for the SOP while computational results are illustrated in Section 3.2.

3.1. Test instances

As the SOP has not been studied previously in the literature, no benchmark instances exist. Thus, we generated them by adapting instances for the Generalized Traveling Salesman Problem (GTSP) proposed in [5]. The GTSP is the problem where customers are divided in cluster and the objective is to find the shortest cycle visiting at least one customer per cycle. In particular, among all instances proposed in [5], we select the instances for which the distance is defined as the Euclidean distance between customers’ coordinates. These instances have a number of vertices ranging from 52 to 1084 and a number of clusters equal to $\sim 20\%$ of the number of vertices. They are 51 in total. Concerning the number of customers, we classify the instances in two groups: small instances with up to 198 customers and large instances with at least 200 customers. We adapted these instances to the SOP as follows. We maintain the data related to
customers locations. As no depot is defined in the GTSP, we defined the depot as follows. We took the first node in the node list and set it to be the depot. Thus, we removed it from the cluster it was inserted into in the GTSP instance and we inserted it in cluster 0 which contains the depot only. Then, we needed to generate the profits \( p_g \) for \( C_g \in \mathcal{P} \) and \( T_{\text{max}} \). We generated them as follows.

- \( p_g \): we used two rules. The first rule sets the profit of each cluster \( C_g \) equal to \(|C_g|\). The second rule sets the profit of a node \( j \) equal to \( 1 + (7141j + 73) \mod(100) \) in order to obtain pseudo-random profits. The profit of a cluster in then obtained by summing up the profit of all the nodes belonging to it. The same rules are used in [1] for the clustered OP. In the following we call \( g_1 \) the first rule and \( g_2 \) the second rule.

- \( T_{\text{max}} \): we set it to \( \omega \text{GTSP}^* \) where \( \text{GTSP}^* \) is the cost of the best known solution value of the GTSP (taken from [3]) and \( \omega \) has been set to 0.4, 0.6, 0.8.

Thus, in total we had 306 instances which form the Set 1 instances. In addition, we generated a second set of instances, which we called Set 2, starting from the same instances and following the same procedure described above. However, we changed the clusters defined in the GTSP instances as follows. We maintain the same number of clusters defined in the GTSP instances and assigned the customers at random to clusters. The value of \( \text{GTSP}^* \) is not available for these new instances so we kept the one used for instances of Set 1.

3.2. Computational results

We performed preliminary tests, by considering all the instances of Set 1, in order to fine-tune the parameters used in MASOP. The resulting values are the following:

- \( \text{MaxIterations} = 500 \): it corresponds to the maximum number of iterations without improvement. It determines the stopping condition of the tabu search.
• \( \lambda = 0.1 \): it determines the tabu length.

• \( \alpha = 5 \): it is related to the frequency of applying the *Tour Improvement* procedure.

• \( \beta = 8\% \): it establishes whether *SoftShake*(\( T \)) or *HardShake*(\( T \)) is applied.

We now present the results of our tests. In the following, all computing times are expressed in seconds. We made two kind of experiments. The first one is aimed at verifying the efficacy of MASOP by comparing the value of the solutions it provides with the optimal solutions obtained *i)* by solving the mathematical formulation for the SOP presented in Section 1 and *ii)* by considering the special case when \( \omega = 1 \) for which the value of the optimal solution corresponds to the sum of the profit of all clusters. Regarding the mathematical formulation, we used inequalities (10)–(13) to model subtour elimination constraints. The formulation was solved through CPLEX 12.6. The maximum CPU time was set to 9 hours. Only small size instances were tested as no optimal solutions is obtained for larger ones.

Results are shown in Tables 1 and 2. In Table 1, the first block of rows is related to instances of Set 1 while the second block is related to instances of Set 2. The table is organized as follows. The first four columns report data on the instances: the name of the instance, the total number of vertices (\( n \)), the value of \( \omega \) and the kind of profit. The following two columns refer to the computation of the optimal solution: value of the optimal solution and the computational time taken by CPLEX to compute it. Finally, the last three columns are related to MASOP solutions: solution value, computational time and percentage gap with respect to the optimal solution. From Table 1, it is possible to notice that MASOP always finds the optimal solution of Set 1 instances while it fails to find the optimal solution on three instances of Set 2 with a maximum gap of 8.11%. The computational time spent by MASOP to solve these instances is always lower than 15 seconds.
<table>
<thead>
<tr>
<th>Instance</th>
<th>n</th>
<th>ω</th>
<th>MIP</th>
<th>MASOP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Opt</td>
<td>Sol</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Time</td>
<td>Time</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Gap</td>
<td></td>
</tr>
<tr>
<td>11berlin52</td>
<td>52</td>
<td>0.4</td>
<td>g₁</td>
<td>37</td>
</tr>
<tr>
<td></td>
<td>52</td>
<td>0.4</td>
<td>g₂</td>
<td>1829</td>
</tr>
<tr>
<td></td>
<td>52</td>
<td>0.6</td>
<td>g₁</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td>52</td>
<td>0.6</td>
<td>g₂</td>
<td>2190</td>
</tr>
<tr>
<td></td>
<td>52</td>
<td>0.8</td>
<td>g₁</td>
<td>47</td>
</tr>
<tr>
<td></td>
<td>52</td>
<td>0.8</td>
<td>g₂</td>
<td>2384</td>
</tr>
<tr>
<td>11eil51</td>
<td>51</td>
<td>0.4</td>
<td>g₁</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>51</td>
<td>0.4</td>
<td>g₂</td>
<td>1279</td>
</tr>
<tr>
<td></td>
<td>51</td>
<td>0.6</td>
<td>g₁</td>
<td>39</td>
</tr>
<tr>
<td></td>
<td>51</td>
<td>0.6</td>
<td>g₂</td>
<td>1911</td>
</tr>
<tr>
<td></td>
<td>51</td>
<td>0.8</td>
<td>g₁</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td>51</td>
<td>0.8</td>
<td>g₂</td>
<td>2114</td>
</tr>
<tr>
<td>14st70</td>
<td>70</td>
<td>0.4</td>
<td>g₁</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>0.4</td>
<td>g₂</td>
<td>1672</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>0.8</td>
<td>g₁</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>0.8</td>
<td>g₂</td>
<td>3355</td>
</tr>
<tr>
<td>16eil76</td>
<td>76</td>
<td>0.4</td>
<td>g₁</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>0.4</td>
<td>g₂</td>
<td>2223</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>0.6</td>
<td>g₁</td>
<td>59</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>0.6</td>
<td>g₂</td>
<td>3119</td>
</tr>
<tr>
<td>16eil76</td>
<td>76</td>
<td>0.4</td>
<td>g₁</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>0.4</td>
<td>g₂</td>
<td>2584</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>0.6</td>
<td>g₁</td>
<td>51</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>0.6</td>
<td>g₂</td>
<td>2608</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>0.8</td>
<td>g₁</td>
<td>37</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>0.8</td>
<td>g₂</td>
<td>1929</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>0.8</td>
<td>g₁</td>
<td>51</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>0.8</td>
<td>g₂</td>
<td>2575</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>0.8</td>
<td>g₁</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>0.8</td>
<td>g₂</td>
<td>2223</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>0.6</td>
<td>g₁</td>
<td>71</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>0.6</td>
<td>g₂</td>
<td>3728</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>0.6</td>
<td>g₁</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>0.6</td>
<td>g₂</td>
<td>3550</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>0.6</td>
<td>g₁</td>
<td>74</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>0.6</td>
<td>g₂</td>
<td>4614</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>0.8</td>
<td>g₁</td>
<td>73</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>0.8</td>
<td>g₂</td>
<td>3624</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>0.6</td>
<td>g₁</td>
<td>104</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>0.6</td>
<td>g₂</td>
<td>5228</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>0.6</td>
<td>g₁</td>
<td>106</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>0.6</td>
<td>g₂</td>
<td>5363</td>
</tr>
</tbody>
</table>

Table 1: Comparison with optimal solutions on small instances with $\omega < 1$.  
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Set 2
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To further investigate the effectiveness of MASOP on large instances too, we carried out computational tests on Set 1 instances by using $\omega = 1$, i.e. $T_{\text{max}}$ is equal to the cost of the best known GTSP solution. This means that there is at least a tour that can visit all the clusters without violating the threshold $T_{\text{max}}$ and then the optimal profit coincides with the sum of the profits of all the clusters. In other words, we apply MASOP to solve the GTSP. Obviously we do not expect to obtain results equal to the specific metaheuristics created “ad hoc” for this problem but the gap between the optimal solution values and the ones found by MASOP allow us to have an idea about the effectiveness of our algorithm even on large instances.

Results are shown in Table 2 where the first block of rows is related to the small instances while the second block is related to the large instances. The first two columns report the name of the instance and the total number of vertices. The next 8 columns are divided in two blocks, related to the profit rules $g_1$ and $g_2$, reporting: the optimal solution value (Opt), the MASOP solution value (Sol), MASOP computational time (Time) and percentage gap with respect to the optimal solution (Gap). On small instances with profit $g_1$, the percentage gap is lower than 3% on 19 out of 27 instances while the peak is equal to 5.1% and occurs on the instance 20rat99. Anyway, this is the only case for which the gap is higher than 5% while the average gap is equal to 2.15%. Surprisingly, the results are much better on the large instances. Indeed, the gap is always lower than 3% and the peak is equal to 2.23% (45tsp225). It is worth noting that, in these instances, the gap is lower than 1% on 17 out of 24 times and that the average gap is 0.81%. In our opinion, this situation occurs because on the large instances it is more difficult to find an optimal solution for the Generalized TSP and then the best known solution, provided in literature for these instances, is not the optimal one. For this reason, the value of $T_{\text{max}}$ is less restrictive on the large instances with respect to the small instances. As a consequence, the operators of MASOP are more effective thanks to the less binding duration constraint imposed during the construction or the modification of the tour.

We observed a similar behaviour on the instances with profit type $g_2$. In partic-
<table>
<thead>
<tr>
<th>Instance</th>
<th>(n)</th>
<th>Opt</th>
<th>Sol</th>
<th>Time</th>
<th>Gap</th>
<th>Opt</th>
<th>Sol</th>
<th>Time</th>
<th>Gap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10spea502</td>
<td>52</td>
<td>54</td>
<td>50</td>
<td>8.54</td>
<td>1.96%</td>
<td>2608</td>
<td>2596</td>
<td>8.54</td>
<td>1.07%</td>
</tr>
<tr>
<td>11spei51</td>
<td>51</td>
<td>58</td>
<td>48</td>
<td>7.03</td>
<td>4.00%</td>
<td>2575</td>
<td>2426</td>
<td>6.93</td>
<td>5.79%</td>
</tr>
<tr>
<td>14spe70</td>
<td>70</td>
<td>69</td>
<td>68</td>
<td>8.02</td>
<td>1.45%</td>
<td>3513</td>
<td>3488</td>
<td>8.25</td>
<td>0.71%</td>
</tr>
<tr>
<td>16spe76</td>
<td>76</td>
<td>75</td>
<td>74</td>
<td>8.17</td>
<td>1.33%</td>
<td>3810</td>
<td>3780</td>
<td>8.23</td>
<td>0.53%</td>
</tr>
<tr>
<td>20speA100</td>
<td>100</td>
<td>99</td>
<td>96</td>
<td>10.53</td>
<td>3.03%</td>
<td>5008</td>
<td>4868</td>
<td>11.48</td>
<td>2.80%</td>
</tr>
<tr>
<td>20speB100</td>
<td>100</td>
<td>99</td>
<td>98</td>
<td>10.38</td>
<td>2.02%</td>
<td>5008</td>
<td>4929</td>
<td>9.60</td>
<td>1.58%</td>
</tr>
<tr>
<td>21speC100</td>
<td>100</td>
<td>99</td>
<td>98</td>
<td>10.38</td>
<td>2.02%</td>
<td>5008</td>
<td>4929</td>
<td>9.60</td>
<td>1.58%</td>
</tr>
<tr>
<td>22speD100</td>
<td>100</td>
<td>99</td>
<td>96</td>
<td>10.38</td>
<td>2.02%</td>
<td>5008</td>
<td>4929</td>
<td>9.60</td>
<td>1.58%</td>
</tr>
<tr>
<td>24speE100</td>
<td>100</td>
<td>99</td>
<td>96</td>
<td>10.38</td>
<td>2.02%</td>
<td>5008</td>
<td>4929</td>
<td>9.60</td>
<td>1.58%</td>
</tr>
<tr>
<td>26speF100</td>
<td>100</td>
<td>99</td>
<td>96</td>
<td>10.38</td>
<td>2.02%</td>
<td>5008</td>
<td>4929</td>
<td>9.60</td>
<td>1.58%</td>
</tr>
<tr>
<td>28speG100</td>
<td>100</td>
<td>99</td>
<td>96</td>
<td>10.38</td>
<td>2.02%</td>
<td>5008</td>
<td>4929</td>
<td>9.60</td>
<td>1.58%</td>
</tr>
<tr>
<td>30speH100</td>
<td>100</td>
<td>99</td>
<td>96</td>
<td>10.38</td>
<td>2.02%</td>
<td>5008</td>
<td>4929</td>
<td>9.60</td>
<td>1.58%</td>
</tr>
<tr>
<td>32speI100</td>
<td>100</td>
<td>99</td>
<td>96</td>
<td>10.38</td>
<td>2.02%</td>
<td>5008</td>
<td>4929</td>
<td>9.60</td>
<td>1.58%</td>
</tr>
<tr>
<td>34speJ100</td>
<td>100</td>
<td>99</td>
<td>96</td>
<td>10.38</td>
<td>2.02%</td>
<td>5008</td>
<td>4929</td>
<td>9.60</td>
<td>1.58%</td>
</tr>
<tr>
<td>36speK100</td>
<td>100</td>
<td>99</td>
<td>96</td>
<td>10.38</td>
<td>2.02%</td>
<td>5008</td>
<td>4929</td>
<td>9.60</td>
<td>1.58%</td>
</tr>
<tr>
<td>38speL100</td>
<td>100</td>
<td>99</td>
<td>96</td>
<td>10.38</td>
<td>2.02%</td>
<td>5008</td>
<td>4929</td>
<td>9.60</td>
<td>1.58%</td>
</tr>
<tr>
<td>40speM100</td>
<td>100</td>
<td>99</td>
<td>96</td>
<td>10.38</td>
<td>2.02%</td>
<td>5008</td>
<td>4929</td>
<td>9.60</td>
<td>1.58%</td>
</tr>
<tr>
<td>Large</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40spea200</td>
<td>200</td>
<td>190</td>
<td>189</td>
<td>7.47</td>
<td>0.50%</td>
<td>10058</td>
<td>10040</td>
<td>24.54</td>
<td>0.48%</td>
</tr>
<tr>
<td>40speb200</td>
<td>200</td>
<td>190</td>
<td>189</td>
<td>7.47</td>
<td>0.50%</td>
<td>10058</td>
<td>10040</td>
<td>24.54</td>
<td>0.48%</td>
</tr>
<tr>
<td>45spe225</td>
<td>225</td>
<td>225</td>
<td>223</td>
<td>6.72</td>
<td>2.25%</td>
<td>11308</td>
<td>11336</td>
<td>28.36</td>
<td>0.68%</td>
</tr>
<tr>
<td>55spe264</td>
<td>264</td>
<td>264</td>
<td>263</td>
<td>6.72</td>
<td>2.25%</td>
<td>11308</td>
<td>11336</td>
<td>28.36</td>
<td>0.68%</td>
</tr>
<tr>
<td>55spe282</td>
<td>282</td>
<td>281</td>
<td>279</td>
<td>7.02</td>
<td>1.05%</td>
<td>11330</td>
<td>11330</td>
<td>28.78</td>
<td>0.68%</td>
</tr>
<tr>
<td>55spe283</td>
<td>283</td>
<td>283</td>
<td>281</td>
<td>7.02</td>
<td>1.05%</td>
<td>11330</td>
<td>11330</td>
<td>28.78</td>
<td>0.68%</td>
</tr>
<tr>
<td>55spe284</td>
<td>284</td>
<td>284</td>
<td>283</td>
<td>7.02</td>
<td>1.05%</td>
<td>11330</td>
<td>11330</td>
<td>28.78</td>
<td>0.68%</td>
</tr>
<tr>
<td>55spe285</td>
<td>285</td>
<td>285</td>
<td>282</td>
<td>7.02</td>
<td>1.05%</td>
<td>11330</td>
<td>11330</td>
<td>28.78</td>
<td>0.68%</td>
</tr>
<tr>
<td>55spe299</td>
<td>299</td>
<td>299</td>
<td>297</td>
<td>7.02</td>
<td>1.05%</td>
<td>11330</td>
<td>11330</td>
<td>28.78</td>
<td>0.68%</td>
</tr>
<tr>
<td>55spe299</td>
<td>299</td>
<td>299</td>
<td>297</td>
<td>7.02</td>
<td>1.05%</td>
<td>11330</td>
<td>11330</td>
<td>28.78</td>
<td>0.68%</td>
</tr>
<tr>
<td>55spe299</td>
<td>299</td>
<td>299</td>
<td>297</td>
<td>7.02</td>
<td>1.05%</td>
<td>11330</td>
<td>11330</td>
<td>28.78</td>
<td>0.68%</td>
</tr>
<tr>
<td>55spe299</td>
<td>299</td>
<td>299</td>
<td>297</td>
<td>7.02</td>
<td>1.05%</td>
<td>11330</td>
<td>11330</td>
<td>28.78</td>
<td>0.68%</td>
</tr>
<tr>
<td>55spe299</td>
<td>299</td>
<td>299</td>
<td>297</td>
<td>7.02</td>
<td>1.05%</td>
<td>11330</td>
<td>11330</td>
<td>28.78</td>
<td>0.68%</td>
</tr>
<tr>
<td>55spe299</td>
<td>299</td>
<td>299</td>
<td>297</td>
<td>7.02</td>
<td>1.05%</td>
<td>11330</td>
<td>11330</td>
<td>28.78</td>
<td>0.68%</td>
</tr>
<tr>
<td>55spe299</td>
<td>299</td>
<td>299</td>
<td>297</td>
<td>7.02</td>
<td>1.05%</td>
<td>11330</td>
<td>11330</td>
<td>28.78</td>
<td>0.68%</td>
</tr>
<tr>
<td>55spe299</td>
<td>299</td>
<td>299</td>
<td>297</td>
<td>7.02</td>
<td>1.05%</td>
<td>11330</td>
<td>11330</td>
<td>28.78</td>
<td>0.68%</td>
</tr>
<tr>
<td>55spe299</td>
<td>299</td>
<td>299</td>
<td>297</td>
<td>7.02</td>
<td>1.05%</td>
<td>11330</td>
<td>11330</td>
<td>28.78</td>
<td>0.68%</td>
</tr>
<tr>
<td>AVG</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Comparison with optimal solutions on small and large instances with \(\omega = 1\).
ular, on the small instances, the percentage gap is lower than 3% on 21 out of 27 instances while the gap is higher than 5% only in two cases with a peak equal to 5.79% on instance 11eil51. Again, better results are obtained by MASOP on the large instances where the gap is always lower than 2% and in 18 out of 24 cases it is lower than 1%. The peak is equal to 1.85% and occurs on instance 115rat575 and the average gap is equal to 0.59%.

Regarding the computational time, MASOP solves the small instances in less than 37 seconds with an average time equal to around 12 seconds for both profit rules $g_1$ and $g_2$. On large instances, the computational time significantly increases with an average time equal to 154 seconds for $g_1$ and 182 seconds for $g_2$. Moreover, we observed a peak equal to 837 and 992 seconds for $g_1$ and $g_2$, respectively.

According to the results reported in Table 1 and Table 2, we can conclude that MASOP provides robust and reliable results related to high quality solutions. Finally, we did not carry out the computational tests with $\omega = 1$ for the Set 2 because MASOP found solutions where all the clusters are visited in 100 out of 102 instances with $\omega = 0.8$.

Next we move to larger instances, with $\omega < 1$, for which no optimal solution is available. The aim of this second set of experiments is to show the effectiveness of the different procedures embedded in MASOP. In particular, we aim at showing the effectiveness of the tabu search in improving the initial solution and, more specifically, the effectiveness of Procedure $MIPMove(T)$. In order to do that, we run two versions of MASOP: the complete version as described in Section 2 and a version where Procedure $MIPMove(T)$ is removed. We call this second version HSOP for Heuristic for the SOP. In fact, this algorithm is no more a matheuristic algorithm and is a standard heuristic.

Results are shown in Table 3. The table is divided in two blocks of rows related to instances of Set 1 and 2. We report average results on the instances clustered according to their number of customers, the value of $\omega$ and the rule used to generate profits. We report average results over instances belonging to the same cluster. The first three columns of the table report: the class of
\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline
\textbf{Size} & \textbf{p} & \textbf{ω} & \textbf{T}_A & \textbf{T}_B & \textbf{T}_A \text{ vs } \textbf{T}_B & \textbf{HSOP} & \textbf{MASOP} & \\
& & & & & & \#best & \#best & \textbf{Gap}\% & \textbf{Gap}\% \\
\hline
\multirow{3}{*}{Small} & 0.4 & 35.78 & 53.33 & 32.91\% & 27/27 & 53.33 & 0.00\% & 27/27 & 53.33 & 0.00\% \\
& 0.6 & 45.21 & 80.70 & 43.98\% & 25/27 & 80.62 & 1.00\% & 27/27 & 80.70 & 0.00\% \\
& 0.8 & 51.96 & 99.55 & 45.80\% & 26/27 & 99.55 & 0.00\% & 26/27 & 99.51 & 0.04\% \\
\hline
\textbf{avg} & 0.4 & 204.14 & 2681.66 & 25.00\% & 27/27 & 2681.66 & 0.00\% & 26/27 & 2684.22 & 0.02\% \\
& 0.6 & 2395.74 & 4059.70 & 49.99\% & 27/27 & 4059.70 & 0.00\% & 27/27 & 4059.70 & 0.00\% \\
& 0.8 & 2941.96 & 5037.37 & 42.19\% & 26/27 & 5037.37 & 0.00\% & 26/27 & 5034.63 & 0.07\% \\
\hline
\textbf{avg} & 56.35 & 95.59 & 41.05\% & 26/27 & 95.59 & 0.00\% & 25/27 & 95.59 & 0.00\% \\
\textbf{avg} & 0.4 & 81.58 & 245.83 & 66.81\% & 19/24 & 245.83 & 0.00\% & 21/24 & 244.66 & 0.48\% \\
& 0.6 & 111.33 & 361.62 & 69.21\% & 13/24 & 361.33 & 0.08\% & 20/24 & 361.62 & 0.00\% \\
& 0.8 & 126.54 & 447.66 & 71.73\% & 16/24 & 446.25 & 0.31\% & 19/24 & 447.66 & 0.00\% \\
\hline
\textbf{Large} & 0.4 & 4046.12 & 12482.95 & 67.59\% & 15/24 & 12480.80 & 0.13\% & 21/24 & 12482.95 & 0.00\% \\
& 0.6 & 5365.70 & 18433.33 & 70.90\% & 12/24 & 18394.29 & 0.21\% & 20/24 & 18433.33 & 0.00\% \\
& 0.8 & 6744.45 & 22797.41 & 70.42\% & 14/24 & 22797.41 & 0.00\% & 17/24 & 22798.25 & 0.13\% \\
\hline
\textbf{avg} & 53.96 & 20.5/24 & 0.97\% & 23/24 & 0.06\% \\
\textbf{avg} & 0.4 & 56.35 & 95.59 & 41.05\% & 26/27 & 95.59 & 0.00\% & 25/27 & 95.59 & 0.00\% \\
& 0.6 & 69.46 & 112.48 & 38.25\% & 24/27 & 112.48 & 0.00\% & 25/27 & 112.18 & 0.27\% \\
& 0.8 & 80.64 & 115.70 & 30.30\% & 27/27 & 115.70 & 0.00\% & 27/27 & 115.70 & 0.00\% \\
\hline
\textbf{Small} & 0.4 & 2923.74 & 4825.74 & 39.41\% & 23/27 & 4811.18 & 0.30\% & 26/27 & 4825.74 & 0.00\% \\
& 0.6 & 3629.48 & 5700.03 & 36.40\% & 24/27 & 5700.03 & 0.00\% & 25/27 & 5699.51 & 0.01\% \\
& 0.8 & 4285.51 & 5861.51 & 26.80\% & 27/27 & 5861.51 & 0.00\% & 27/27 & 5861.51 & 0.00\% \\
\hline
\textbf{avg} & 54.23 & 24.6/27 & 0.16\% & 26/27 & 0.00\% \\
\textbf{avg} & 0.4 & 160.91 & 415.00 & 61.23\% & 14/24 & 415.00 & 0.00\% & 20/24 & 414.70 & 0.07\% \\
& 0.6 & 203.33 & 481.12 & 57.74\% & 19/24 & 480.79 & 0.09\% & 23/24 & 481.12 & 0.00\% \\
& 0.8 & 236.58 & 490.79 & 51.80\% & 24/24 & 490.79 & 0.00\% & 24/24 & 490.79 & 0.00\% \\
\hline
\textbf{Large} & 0.4 & 8466.70 & 21165.30 & 68.00\% & 12/24 & 21077.83 & 0.41\% & 20/24 & 21165.20 & 0.00\% \\
& 0.6 & 10727.95 & 24327.12 & 55.90\% & 17/24 & 24301.91 & 0.10\% & 19/24 & 24327.12 & 0.00\% \\
& 0.8 & 12003.08 & 26814.95 & 49.21\% & 24/24 & 26814.95 & 0.00\% & 24/24 & 26834.95 & 0.00\% \\
\hline
\textbf{avg} & 53.64 & 17.6/24 & 0.17\% & 21/24 & 0.00\% \\
\textbf{avg} & 53.98 & 18.3/24 & 0.16\% & 21.6/24 & 0.01\% \\
\textbf{avg} & 43.68 & 21.7/24 & 0.08\% & 33.7/24 & 0.03\% \\
\hline
\end{tabular}
\caption{Solution values for MASOP and HSOP}
\end{table}
instances according to the number of customers, the kind of profits and the
value of $\omega$. Next, we report the average value of the initial solution, the average
value of the best solution found by either MASOP or HSOP and the percentage
improvement of the best solution over the initial solution. The average im-
provement is calculated as $\frac{z_{\text{best}} - z_{\text{init}}}{z_{\text{best}}}$ where $z_{\text{best}}$ is the value of the best known
solution and $z_{\text{init}}$ is the value of the initial solution. Then, two blocks of three
columns each follow related to MASOP and HSOP. They report, respectively:
the number of times the corresponding algorithm found the best solution over
the total number of instances in the class, the average solution value and the
average gap with respect to the best known solution. The gap with respect to
the best known solution is calculated as $\frac{z_{\text{best}} - z_H}{z_{\text{best}}}$ where $z_H$ is the value of the
solution provided by the algorithm considered.

From Table 3 we can see that, focusing on instances of Set 1, the effect of
$MIPMove(T)$ is more evident on large instances than on small ones. In fact,
while MASOP finds the best known value on 118 instances over 144, HSOP
finds it on 89 instances only. The average gap has only a slight increase from
MASOP to HSOP (from 0.10% to 0.12%) due to the fact that, on instances with
profits $g_1$, HSOP behaves better than MASOP. On small instances instead, the
two algorithms have very similar performances, with HSOP performing slightly
better than MASOP. Concerning the comparison with the initial solution, the
improvement produced by either MASOP or HSOP is remarkable, being 53.96%
on average and 69.44% on large instances. Similar considerations can be made
on instances of Set 2. Here, on large instances, MASOP finds the best solution
on 123 instances over 144, while HSOP finds it on 100 instances. However,
the difference in terms of average gap to best known value is larger than for
instances of Set 1, being 0.01% for MASOP and 0.10% for HSOP. Considering
the improvement with respect to the initial solution, we notice that it is lower
than for instances of Set 1 but still 45.98% on average and 55.98% on large
instances.

Finally, in Table 4 we report the computational times of MASOP and HSOP.
The first three columns of the table are the same as in Table 3. The next two
columns report the average computational times for the two algorithms. Looking at Table 4, we can see that instances of Set 2 takes nearly the double of the time taken by instances of Set 1 for both algorithms. Also, MASOP takes nearly the triple of the time of HSOP on instances of Set 1 while less than the double on instances of Set 2. In any case, computing times of MASOP remain reasonable even for large instances.

4. Conclusions

In this paper we introduces the Set Orienteering Problem (SOP) which is a variant of the OP where customers are grouped in clusters and a profit is associated with each cluster. The profit is collected only if at least one vertex belonging to the cluster is visited. The objective is to find the tour that maximizes the collected profit and such that the corresponding duration does not exceed a given threshold. We propose a mathematical formulation and a matheuristic for the SOP. Computational tests on instances with up 1084 vertices show that the matheuristic produces high-quality results in reasonable computing times.

The SOP finds applications in the distribution of mass products where carriers stipulated contracts with customers organized in chains and the contracts are such that the carrier may choose which of the customer in the chain to visit in order to satisfy all the customers in the chain. Thus, this is a way to organize distribution processes which may provide advantages both to carriers, in terms of lower distribution costs, and for the customers, in terms of lower tariffs requested by the carriers.
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<table>
<thead>
<tr>
<th>Size</th>
<th>$p_g$</th>
<th>$\omega$</th>
<th>HSOP</th>
<th>MASOP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.4</td>
<td>0.6</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.76</td>
<td>3.57</td>
<td>4.21</td>
<td>7.18</td>
</tr>
<tr>
<td></td>
<td>7.93</td>
<td>8.52</td>
<td>8.01</td>
<td></td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td>3.51</td>
<td></td>
<td>7.97</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>0.6</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.86</td>
<td>3.81</td>
<td>4.59</td>
<td>7.39</td>
</tr>
<tr>
<td></td>
<td>3.92</td>
<td>8.72</td>
<td>7.96</td>
<td></td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td>3.75</td>
<td></td>
<td>8.02</td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td>3.63</td>
<td></td>
<td>7.98</td>
</tr>
<tr>
<td>Set 1</td>
<td>0.4</td>
<td>0.6</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>37.57</td>
<td>38.65</td>
<td>36.06</td>
<td>172.46</td>
</tr>
<tr>
<td></td>
<td>87.23</td>
<td>76.95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td>37.43</td>
<td></td>
<td>112.21</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>0.6</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>32.38</td>
<td>33.35</td>
<td>48.92</td>
<td>216.72</td>
</tr>
<tr>
<td></td>
<td>93.88</td>
<td>79.26</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td>38.22</td>
<td></td>
<td>129.95</td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td>37.82</td>
<td></td>
<td>121.08</td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td>29.73</td>
<td></td>
<td>64.51</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>0.6</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.51</td>
<td>5.44</td>
<td>7.01</td>
<td>6.15</td>
</tr>
<tr>
<td></td>
<td>10.31</td>
<td>13.57</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td>5.32</td>
<td></td>
<td>10.02</td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td>5.22</td>
<td></td>
<td>10.14</td>
</tr>
<tr>
<td>Set 2</td>
<td>0.4</td>
<td>0.6</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>123.93</td>
<td>115.96</td>
<td>200.37</td>
<td>201.70</td>
</tr>
<tr>
<td></td>
<td>253.95</td>
<td>254.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td>146.75</td>
<td></td>
<td>198.60</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>0.6</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>130.84</td>
<td>107.55</td>
<td>226.59</td>
<td>271.93</td>
</tr>
<tr>
<td></td>
<td>191.30</td>
<td>287.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td>154.98</td>
<td></td>
<td>250.14</td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td>150.87</td>
<td></td>
<td>224.37</td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td>79.98</td>
<td></td>
<td>121.16</td>
</tr>
</tbody>
</table>

Table 4: Computing times for MASOP and HSOP


