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Abstract

Given a graph G = (V,E, L) and a coloring function ` : E → L, that assigns a color to each

edge of G from a finite color set L, the Rainbow Spanning Forest Problem (RSFP) consists

of finding a rainbow spanning forest of G such that the number of components is minimum.

A spanning forest is rainbow if all its components (trees) are rainbow. A component whose

edges have all different colors is called rainbow component. The RSFP on general graphs

is known to be NP-complete. In this paper we use the 3-SAT Problem to prove that the

RSFP is NP-complete on trees and we prove that the problem is solvable in polynomial

time on paths, cycles and if the optimal solution value is equal to 1. Moreover, we provide

an approximation algorithm for the RSFP on trees and we show that it approximates the

optimal solution within 2.

Keywords: Graph theory, edge-colored graph, rainbow components, approximation

algorithm.

1. Introduction

Given an undirected and edge-colored (labeled) graph G, the Rainbow Spanning Forest

Problem (RSFP) consists of finding a rainbow spanning forest of G having the minimum

number of trees. A spanning forest is rainbow if all its trees are rainbow. A tree is rainbow

if and only if its edges have different colors. The RSFP belongs to a recently studied

class of problems, defined on edge-colored graphs, and is known to be NP-complete [19] on

general graphs. A MIP formulation and a metaheuristic approach are proposed in [4]. The

edge-colored graphs may be used to model many real-world situations in which we want
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to distinguish between different types of connections. For example, in telecommunication

networks there can be different types of communications media (such as optical fiber, coaxial

cable, telephone line), different companies to which the connections belong, or different

transmission frequencies. It is then clear that we may be interested in optimizing this factor

when we are considering the edges to be included in the solution of the problem that we

are going to solve. The RSFP generalizes a well-known problem in the context of edge-

colored graphs, that is, the problem of finding the Spanning Tree of the graph that uses

the minimum number of colors (labels) (Minimum Labeling Spanning Tree, or MLST). The

MLST was introduced by Chang and Shing-Jiuan [12]. They proved it to be NP-complete

and provided an heuristic, the Maximum Vertex Coverage Algorithm (MVCA), as well as

an exact algorithm A∗. Brualdi et al. [2] give conditions on color distributions of the

complete bipartite graph which guarantee the existence of rainbow subgraph, while Suzuki

[21] gives a necessary and sufficient condition for the existence of a rainbow spanning tree

in a graph. Other addressed problems in the same field include the Minimum Labeling

Steiner Problem [11], [14], [15], the Minimum Labeling Spanning Tree Problem [18], [9], the

Minimum Labeling Generalized Forest [3], the Colorful Traveling Salesman Problem [16],

[22], the Generalized Minimum Label Spanning Tree Problem [13], the Label-Constrained

Minimum Spanning Tree Problem [23], the Labeled Maximum Matching Problem [7], the

Maximum Labeled Clique Problem [6], and The Rainbow Cycle Cover Problem [20].

In this paper we prove that the RSFP is NP-complete on trees and we prove that it is

easy to solve on paths, cycles and when the optimal solution value is equal to one, namely

when there exists a rainbow spanning tree in G.

The sequel of the paper is organized as follows. In Section 2 we formally define the

problem and introduce definitions and basic notations. Sections 3 provides the proof of

NP-completeness of the problem on trees. In Section 4 we present three polynomial cases

for the RSFP. Finally, in Section 5 an approximation algorithm, approximating the optimal

solution within 2, is introduced and concluding remarks are given in Section 6.

2. Definitions and Notation

Let G = (V,E, L) be a connected and undirected graph, where V is the set of n vertices,

E is the set of m edges and L a set of l colors. In addition, let ` : E → L be a coloring

function that assigns a color to each edge of G from the color set L and let ¯̀(E ′) = ∪e∈E′`(e),
E ′ ⊆ E. A spanning forest of G is an acyclic subgraph of G containing all vertices of G

and in which any connected component is a tree. A tree of the forest whose edges have all
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different colors is called rainbow tree. A rainbow spanning forest (rsf) of G is a spanning

forest of the graph such that all trees are rainbow. The Rainbow Spanning Forest Problem

(RSFP) consists of finding a rsf with the least number of rainbow trees. We denote by

F (G) = (V,EF , LF ) any rsf of G and by TF (G) = {T1, . . . Tz(F (G))} the set of rainbow trees

of F (G). When no confusion arises, we simply denote them by F and TF , respectively.

Moreover, let z(F (G)) = |V | − |EF (G)| be the number of trees in F (G). According to the

definition of rsf, if Ti = (VTi , ETi , LTi) is a tree of F (G), then |ETi | = |LTi | = |VTi | − 1. The

RSFP consists of finding the rainbow spanning forest F ∗(G) with the minimum number z∗

of rainbow components.

3. RSFP Complexity on Trees

In this section we prove that the RSFP is NP-complete even if the graph is acyclic. To

the best of our knowledge, no proof for the NP-completeness of the RSFP on trees has ever

been put forward.

Theorem 1. The RSFP on edge-colored trees is NP-Complete.

Proof. We prove the theorem by reduction from the 3-SAT Problem. Let φ be our formula
for 3-SAT, written in a conjunctive normal form, containing d literals U = {u1, . . . , ud} and
b clauses C = {c1, . . . , cb}. The decisional version of 3-SAT consists in verifying whether
there exists an assignment of values to U that makes every clause true. We now define,
from the generic instance of 3-SAT, an acyclic graph T = (V,E, L), with a coloring function
of the edges (see the example in Figure 1). At the beginning let the set of the vertices be
V = {r}, where r is the root of the graph T , and let E be the empty set. To each ch ∈ C we
associate a vertex vch and define the edge (r, vch) ∈ E of color ch. Moreover, for each ch ∈ C
we define three vertices h1,ui , h2,uj and h3,uk , where ui, uj and uk are the literals of clause
ch, and three edges (vch , h1,ui), (vch , h2,uj), (vch , h3,uk) to which we associate the same color h.
Note that the edge (vch , hi,ut) is associated with the ith literal of the clause ch. Furthermore
for all hi,ut , we build in the graph T a path Phi,ut , whose first vertex is hi,ut , as follows:

• Phi,ut has length |Nt| if the clause ch contains ut

• Phi,ut has length |Yt| if the clause ch contains ¬ut,

where, for each ut ∈ U , if ut is in the position p̄ of a clause c̄, then the pair (p̄, c̄) belongs to
Yt. Otherwise, if ¬ut is in the position p̄ of a clause c̄, then the pair (p̄, c̄) belongs to Nt. For
instance, in Figure 1, for literal u1 we have Y1 = {(1, 1), (1, 2)} and N1 = {(1, 3)}. More in
detail, for each ut ∈ U and for each ((y1, y2), (n1, n2)), i.e. (y1, y2) ∈ Yt and (n1, n2) ∈ Nt, we
add an edge e to the path Py2y1,ut

and an edge f to the path Pn2
n1,ut

. To e and f we assign

a color a, different from all the colors used until now. Since |Y1| = 2 and |N1| = 1, we have
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Figure 1: (a) A generic instance of the 3-SAT Problem, and, (b) the corresponding instance of the Bounded
Rainbow Spanning Forest Problem in Acyclic Edge-Colored Graphs.

two pairs associated to u1: ((1, 1), (1, 3)) and ((1, 2), (1, 3)). For ((1, 1), (1, 3)), in Figure 1,
we have (11,u1 , w1) and (31,u1 , w2) in P11,u1

and P31,u1
, respectively, having color 4. Moreover,

for ((1, 2), (1, 3)) we have (21,u1 , w3) and (w2, w4) in P21,u1
and P31,u1

, respectively, having
color 5. Note that since in a same clause cannot be present a literal ut and its negated ¬ut,
each path Phi,ut is always rainbow. Therefore the set of vertices, edges and colors of the tree
T are the following:

• V = {r} ∪ {vch , h1,ui , h2,uj , h3,uk : h = 1, . . . , b} ∪ {wi : i = 1, . . . , 2q̄},

• E = {(r, vch), (vch , h1,ui), (vch , h2,uj), (vch , h3,uk) : h = 1, . . . , b} ∪ {ei : i = 1, . . . , 2q̄},

• L = {ch, h : h = 1, . . . , b} ∪ {i : i = 1, . . . , q̄},

where q̄ =
∑d

t=1 |Yt| × |Nt|. This construction can be accomplished in polynomial time.
We want to show that there is an assignment of values to U that makes every clause true
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if and only if exists a spanning forest of T using 2b+ 1 rainbow components.
Note that, in order to preserve the rainbow property, at most one of the three edges
(vch , h1,ui), (vch , h2,uj), (vch , h3,uk), associated with each clause ch, for all h ∈ {1, . . . , b},
can appear in a rainbow spanning forest (the three edges are incident to the same vertex vch
and have the same color h). Consider now an assignment of values to U which makes every
clause true. We can define a rainbow spanning forest with 2b + 1 components by selecting
the edges {(r, vch) : h ∈ {1, . . . , b}}, whose colors are all different. Furthermore, for each
clause ch, among (vch , h1,ui), (vch , h2,uj), (vch , h3,uk), we select the edge associated with the
literal having value true in ch. If more than one literal is true, we arbitrarily select only one
of the corresponding edges. Moreover, we select all the edges of the rainbow path Phi,ut , for
all hi,ut . Note that two edges belonging to the rainbow paths have the same color if and
only if they are associated with pairs of literals (L1, L2) such that if L1 = ut, then L2 = ¬ut,
which surely cannot be simultaneously true. Therefore, at least one of the two edges linking
these paths to the vertices associated to the clauses containing the literals, does not belong
to the rainbow spanning forest. This ensures that the two edges belong to different rainbow
components. In total, we do not select 2b edges and therefore we obtain a rainbow spanning
forest with 2b+ 1 components.
Conversely, suppose that there exists a spanning forest with 2b + 1 rainbow components.
As previously observed, edges (vch , h1,ui), (vch , h2,uj), and (vch , h3,uk), h ∈ {1, . . . , b}, have
the same color and are incident to the same vertex vch , therefore at most one of them can
appear in the rainbow spanning forest. Moreover, since we have supposed that exists a
spanning forest with 2b + 1 rainbow components, we are sure that exactly one of them has
to appear in the rainbow spanning forest, otherwise it would be impossible to have the 2b+1
components. This ensures that the root node has to be connected to every clause in a single
component. Note that to accomplish an objective of less 2b+ 1 components is not possible.
Indeed, every time that an edge is removed from T the number of component increases by
one and, as previously shown, to preserve the rainbow property, at least 2b edges have to
be removed. The edges (vch , h1,ui), (vch , h2,uj), and (vch , h3,uk), h ∈ {1, . . . , b} that appear in
the rainbow spanning forest with 2b + 1 components represent an assignment of values to
U , which makes every clause true. 2

4. Polynomial Cases for the RSFP

In this section we prove that the RSFP is polynomially solvable on paths, cycles and

when z = 1, namely when there exists into the graph a rainbow spanning tree.

Lemma 1. Let P = (V,E, L) be a edge-colored path. The RSFP on P can be solved in
linear time.

Proof. Let e1, . . . , em be the sequence of the edges in P . Starting from e1 the algorithm
(summarized in Algorithm 1) visits G according to the previous sequence. As soon as it
meets an edge ek such that `(ek) ∈ ¯̀({e1, . . . , ek−1}), the algorithm removes ek (Algorithm
1 line 5). Let eh be the last edge removed. Until there are edges to visit (Algorithm 1 line
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1), starting from eh+1 the algorithm visits the remaining sequence of the path and as soon
as it meets an edge eh+k such that `(eh+k) ∈ ¯̀({eh+1, . . . , eh+k−1}), the algorithm removes
eh+k and updates eh. The solution value will be equal to one plus the number of the edges
removed. The algorithm runs in O(n).
Suppose our algorithm does not find an optimal solution, i.e. a spanning forest with the
minimum number of rainbow components. Let α + β be the best solution value provided
by our algorithm, with β > 0. Moreover, let S = (V,ES) be an optimal solution, let α be
the corresponding optimal solution value and let ē1, . . . , ēα−1 be the edges that have been
removed, i.e. the edges belonging to E \ ES. For the sake of simplicity, if i < j, ēi appears
in e1, . . . , em before ēj.
Note that since as soon as our algorithm meets an edge ek such that `(ek) ∈ ¯̀({e1, . . . , ek−1})
it removes ek, this implies that e1, . . . , ek−1 is a rainbow subsequence. Therefore, it is
easy to see that ē1 appears in e1, . . . , em before ek or it is ek. Let t be the number of
edges in ē2, . . . , ēα−1 that appear in e1, . . . , em before ek. If t = 0, S ′ = (V,ES′) with
ES′ = ES \ {ek} ∪ {ē1} is a feasible solution having α rainbow components, otherwise
S ′ = (V,ES′) with ES′ = ES \ {ek} ∪ {ē1, . . . , ē1+t} is a feasible solution having α′ = α − t
rainbow components. By iterating this procedure we prove that S can be easily transformed
into a solution S ′, having at most α rainbow components, that our algorithm would provide,
but this is absurd because we have assumed β > 0. 2

Algorithm 1: pathAlgorithm(P)

Input: edge-colored path P = (V,E, L) with E = {e1, . . . , em}, ES = E, h = 0, k = 2
Output: a rsf S = (V,ES, LS) of P and the last edge ek removed

1 while k ≤ m do
2 if `(ek) /∈ ¯̀({eh+1, . . . , ek−1}) then
3 k = k + 1

4 else
5 ES = ES \ ek, h = k and k = k + 2

6 LS = ¯̀(ES), ek = eh

Corollary 1. Let G = (V,E, L) be a edge-colored cycle. The RSFP on G can be solved in
polynomial time.

Proof. Note that if E contains exactly two edges having the same color, it is sufficient
to remove one of these two edges to obtain an optimal rainbow forest having optimal value
equal to one. Otherwise, for e ∈ E, the algorithm removes edge e, obtaining a path Pe, and
invokes pathAlgorithm(Pe). Let se be the optimal solution value on Pe. It is easy to see that
the optimal solution value for G is equal to min{s1, . . . , sm}. The algorithm runs in O(n2).

2
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Now we want to prove that the RSFP can be solved in polynomial time when z = 1.

Obviously, it is not possible to obtain this goal by enumerating all the spanning trees of

G. This is because the algorithms to enumerate all the spanning tree of G are pseudo-

polynomial [17].

Given a spanning tree T of G, it is a maximum tree of G if and only if |LT | is maximum.

The following theorem holds:

Theorem 2. [1] The problem of finding a maximum tree T in G is solvable in polynomial
time.

The algorithm of Broersma and Li [1] computes the maximum tree of G in O(n2m) and

the following theorem shows how to use this algorithm to individuate a rainbow spanning

tree in G with the same running time.

Theorem 3. RSFP is solvable in polynomial time if in G there exists a rainbow spanning
tree.

Proof. Given a graph G, let T ′ be the maximum tree of G computed by algorithm of
Broersma and Li. It is easy to see that if |LT ′ | = n− 1 than T ′ is a rainbow spanning tree
of G. 2

5. Approximability for the RSPF on Trees

In this section we provide an approximation algorithm for the RSFP on trees and we

prove that it approximates the optimal solution within 2, i.e. it finds a rsf with at most

2 times the minimum number of rainbow components. Before describing the algorithm,

we need to introduce some notations. Given an edge-colored tree T = (V,E, L), let B =

{b ∈ V : |δ(b)| ≥ 3}, where δ(b) = {(v, u) ∈ E : b = v or b = u}. Moreover, let Pv,w =

(VPv,w , EPv,w , LPv,w) be a path in T from v to w. For any vertex b ∈ B, we call leaf path from

b to w a path Pb,w such that (VPb,w
\ {b}) ⊂ (V \B) and |δ(w)| = 1 and we call internal path

from b to w a path Pb,w such that b, w ∈ B, (VPb,w
\ {b, w}) ⊂ (V \ B). Let α(b) = {Pb,w :

Pb,w is a leaf path from b to w} and let β(b) = {Pb,w : Pb,w is an internal path from b to w}.
Note that for any b ∈ B, |δ(b)| = |α(b)|+ |β(b)|. We can write the set B as

B = BL ∪BI (1)

where BL = {b ∈ B : |β(b)| ≤ 1} and BI = {b ∈ B : |β(b)| > 1}. For instance, in

Figure 2, B = {v1, v5, v6}, more in detail BL = {v5, v6} and BI = {v1}. Moreover, α(v1) =
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{Pv1,v13 , Pv1,v16}, α(v5) = {Pv5,v14 , Pv5,v15 , Pv5,v19 , Pv5,v20}, α(v6) = {Pv6,v17 , Pv6,v7}, β(v1) =

{Pv1,v5 , Pv1,v6}, β(v5) = {Pv5,v1}, β(v6) = {Pv6,v1}.
The approximation algorithm, that is summarized in Algorithm 5, takes in input an edge-

Figure 2: Edge-colored tree: example.

colored tree T = (V,E, L) and an initial feasible solution S = (VS, ES, LS) with no edges,

i.e. a spanning forest in which each vertex is a component, and therefore ES = LS = ∅.
The algorithm has two main functions: clear and reduce. The function clear, thanks to

pathAlgorithm modifies the tree T and updates the feasible solution S. In particular, while

there exists a leaf path P̄b,w, with b ∈ B, such that P̄b,w is not rainbow (Algorithm 2 line

1), the function clear invokes pathAlgorithm(P̄w,b), i.e. on the path from w to b (Algorithm

2 line 2), and obtains on it an optimal solution (VW , EW , LW ). The function pathAlgorithm

returns also the last edge f that it removes from P̄w,b (Algorithm 1 line 6). According to

(VW , EW , LW ) and f , it updates the sets E and ES (Algorithm 2 lines 3 and 4). The function

clear returns a new tree T such that, for any b ∈ B and for any Pb,w ∈ α(b), Pb,w is rainbow.

After applying the function clear(T, S) on the graph in Figure 2, we obtain the new tree in

Algorithm 2: clear(T, S)

Output: (T, S)

1 while exists a leaf path P̄b,w in T , with b ∈ B, such that P̄b,w is not rainbow do
2 ((VW , EW , LW ), f) = pathAlgorithm(P̄w,b)
3 E = E \ ({e ∈ EP̄w,b

: e appears in P̄w,b before f} ∪ f)

4 ES = ES ∪ {e ∈ EW : e appears in P̄w,b before f}

Figure 3 and a current feasible solution S having ES = {(v3, v8), (v8, v12), (v12, v16), (v9, v13)}.
8



Figure 3: Edge-colored tree: clear(T, S)

The function reduce is invoked only after the function clear, i.e. only on trees such that, for

any b ∈ B and for any Pb,w ∈ α(b), Pb,w is rainbow. This function, given b ∈ B, verifies for

each pair Pb,i, Pb,j ∈ α(b) if the two paths have at least a color in common (Algorithm 3 line

1). If ¯̀(Pb,i)∩ ¯̀(Pb,j) 6= ∅, the function reduce adds the edges e ∈ (EPb,i
∪EPb,j

)\{(b, ī), (b, j̄)}

Algorithm 3: reduce(T, S, b)

Output: (T, S)

1 ∀Pb,i, Pb,j ∈ α(b) if ¯̀(Pb,i) ∩ ¯̀(Pb,j) 6= ∅ then
2 (b, ī) = EPb,i

∩ δ(b) and (b, j̄) = EPb,j
∩ δ(b)

3 ES = ES ∪ ((EPb,i
∪ EPb,j

) \ {(b, ī), (b, j̄)})
4 E = E \ (EPb,i

∪ EPb,j
)

5 merge(α(b))

to the set ES, where (b, ī) and (b, j̄) (Algorithm 3 line 2) are the edges incident to b in Pb,i

and Pb,j, respectively, and deletes both the paths from the graph T (Algorithm 3 lines 3 and

4). Note that, by adding these edges to ES, we are creating two new rainbow components.

In the example in Figure 3, for b = v5, ¯̀(EPv5,v19
) ∩ ¯̀(EPv5,v15

) 6= ∅, therefore, the function

reduce deletes both the paths and updates ES by adding {(v18, v19), (v11, v15)}. In this

example there are no other paths such that ¯̀(Pb,i) ∩ ¯̀(Pb,j) 6= ∅. When there are no more

paths Pb,i, Pb,j ∈ α(b) such that ¯̀(Pb,i) ∩ ¯̀(Pb,j) 6= ∅, the function merge(α(b)), summarized

in Algorithm 4, merges all the rainbow paths Pb,i ∈ α(b) and creates a new path P̄b,u. More

in detail, suppose Pb,i1 , . . . , Pb,is are the s leaf rainbow paths from b that have to be merged.

The function merge creates the path P̄b,u by disconnecting Pb,ij from b and connecting it to

Pb,ij−1
, for j = 2, . . . , s (Algorithm 4 line 3). Note that the order in which we consider the s

9



Algorithm 4: merge(α(b))

Input: α(b) = {Pb,i1 , . . . , Pb,is}, P̄b,u = Pb,i1 , u = i1 and j = 2
Output: P̄b,u

1 while j ≤ s do
2 (b, j̄) = EPb,ij

∩ δ(b)
3 EP̄b,u

= EP̄b,u
∪ {EPb,ij

\ (b, j̄)} ∪ (u, j̄)

4 u = ij, j = j + 1

paths is irrelevant. In the example in Figure 3, the algorithm merges Pv5,v14 and Pv5,v20 . The

tree obtained is shown in Figure 4. The function merge, although modifying the structure

Figure 4: Edge-colored tree: reduce(T, S)

of the tree T , does not affect the solution. In Algorithm 5 line 1, the algorithm invokes the

function clear that returns a new tree T , for any b ∈ B and for any Pb,w ∈ α(b), Pb,w is

rainbow and updates the current feasible solution S. While there exists b ∈ B such that

|β(b)| ≤ 1 (Algorithm 5 line 2), the algorithm invokes the function reduce(T, S, b) (Algorithm

5 line 3). In the tree T , obtained by applying the function reduce, vertex b /∈ B. On this new

tree T the algorithm applies again the function clear (Algorithm 5 line 4). The algorithm

stops when no b ∈ B exists such that |β(b)| ≤ 1. The solution S provided is a rsf.

Before showing that the algorithm approximates the optimal solution within 2, we need some

notations. Given an edge-colored tree T = (E, V, L), let e, f ∈ E such that `(e) = `(f). We

denote P e,f = (VP e,f , EP e,f , LP e,f ) the path connecting e and f in T . Such path exists and it
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Algorithm 5: approximation algorithm for the RSFP on trees

Input: edge-colored tree T = (V,E, L) and initial feasible solution S = (V, ∅, ∅)
Output: a rainbow spanning forest S = (V,ES, LS) of T

1 (T, S) = clear(T, S)
2 while ∃b ∈ B such that |β(b)| ≤ 1 do
3 (T, S) = reduce(T, S, b)
4 (T, S) = clear(T, S)

is unique since T is a tree. It is easy to see that at least one edge of the path P e,f including

e and f , i.e. at least one edge g ∈ EP e,f , cannot belong to any rsf.

Theorem 4. The approximation algorithm for the RSFP on trees finds a rsf with at most
2 times the number of rainbow components on any rsf.

Proof. Before proceeding with the proof, we need the following remark.

Remark 1. Given an edge-colored tree T = (E, V, L), let P ei,fi, i = 1, . . . , k, with `(ei) =
`(fi), be k paths linking ei, fi. If EP eh,fh ∩ EP ej ,fj = ∅, h 6= j, then k + 1 is a lower bound
on the number of components in the optimal rsf of T .

Proof. P ei,fi , i = 1, . . . , k, are edge disjoint, therefore to preserve the rainbow property of
any feasible solution we have to remove at least k edges from T , i.e. one edge from each
path. By removing k edges from a tree, we obtain a forest having k + 1 components.

Our approximation algorithm identifies only disjoint paths. We need to distinguish two
cases:

• paths identified in the function clear ;

• paths identified in the function reduce.

In the function clear, as soon as it meets an edge ek such that `(ek) ∈ ¯̀{eh+1, . . . , ek−1}, with
h ≤ k−2, pathAlgorithm removes ek. It is easy to see that the sequence eh+1, . . . , ek contains
a path P e,f with f = ek, such that `(e) = `(f). Let q be the number of paths P e,f , with
`(e) = `(f) identified in the function clear. Note that these paths are edge disjoint and for
each P e,f the function pathAlgorithm removes one edge. Moreover, note that in the function
reduce, given b ∈ B, if Pb,i, Pb,j ∈ α(b) have at least a color in common, there exist two edges
e ∈ EPb,i

and f ∈ EPb,j
such that `(e) = `(f). The union of the two paths Pb,i, Pb,j contains

the path P e,f , therefore by deleting the two edges belonging to EPb,i
∪EPb,j

and incident to
b, the algorithm is removing two edges from the path P e,f . Note that, if Pb,i, Pb,j ∈ α(b)
have more than one color in common, we consider only one P e,f , with `(e) = `(f), per pair.
Let p be the number of paths P e,f , with `(e) = `(f), identified. It is easy to see that, thanks
to the previous assumption, these paths are edge disjoints. In total the algorithm identifies
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k = p+ q edge disjoint paths.
Accordingly, the number of components of the rainbow spanning forest that the approxi-
mation algorithm identifies is z = 1 + q + 2p ≤ 1 + 2q + 2p = 1 + 2k < 2(k + 1). Due to
Remark 1, k+1 is a lower bound on the minimum number of rainbow components, therefore
k + 1 ≤ z∗ ≤ z < 2(k + 1), and hence z < 2z∗, where z∗ represents the optimal solution
value.

6. Conclusion

In this paper we proved that RSFP is NP-complete on trees too. Moreover, we have

provided some polynomial cases for the problem and we introduced a 2-approximate algo-

rithm. A possible direction for future works is to develop new approaches based on Carousel

Schema [8] or metaheuristics like a Tabu Search [5, 10].
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