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Abstract We consider a scenario in which it is necessary to monitor a geographical
region of interest through a network of sensing devices. The region is divided into
subregions of regular sizes (zones), such that if a sensor can even partially moni-
tor the zone, the detected information can be considered representative of the entire
subregion. The aim is to schedule the sensor active and idle states in order to maxi-
mize the lifetime of the network. We take into account two main types of scenarios.
In the first one, the whole region is partitioned into zones. In the second one, a
predefined number of possibly overlapping zones are randomly placed and oriented
inside the region. We present a reduction technique to transform any problem in-
stance into a target coverage one, and solve it through a highly competitive column
generation-based method available in the literature.

1 Introduction

The issue of monitoring efficiently geographical regions through sensor networks
has been intensively studied in the literature. Given the limited amount of energy
provided by the battery of each device, it is indeed of great relevance to optimize
their usage in order to prolong the working time (or lifetime) of the network for
as long as possible. This is particularly relevant in vast or hardly accessible areas,
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where frequent substitutions of the sensors could be not practical or impossible. In
order to face this issue, many researchers have proposed approaches for the Maxi-
mum Lifetime Problem (MLP). The underlying idea is to activate at any given time
only a subset of sensors, capable of performing the required monitoring task, while
the others are kept idle in order to preserve their batteries. Such a subset of sen-
sors is defined cover. Formally, the problem consists in finding a family of covers
and in determining for how long each of them should be activated (activation time).
The aim is maximize the sum of these activation times, while respecting the battery
duration constraints of each sensor. The MLP problem is usually studied in terms
of target coverage, meaning that we consider the existence of some special points
of interest inside the area, defined targets. A subset of sensors is then a feasible
cover if all targets fall within the sensing range of at least a sensor. The most ef-
fective resolution approaches proposed in the literature for MLP are based on the
Column Generation (CG) technique. In such methods, the master problem is an LP
formulation that individuates the optimal solution given a set a feasible covers, while
the pricing subproblem identifies new covers that could be introduced into the set
considered by the master in order to improve the incumbent solution. Given that
the subproblem is NP-Hard, the main differentiating factor among such approaches
is represented by the method proposed to solve the subproblem. A simple greedy
heuristic is proposed in [9]. A genetic algorithm (GA) was instead proposed in [4].
To the best of our knowledge, this algorithm represents to date the most effective
resolution approach for the target coverage MLP problem. CG based approaches
have also been proposed to study several MLP variants with additional require-
ments, see for instance [1],[3],[5],[6],[7],[8],[10]. An alternate proposed definition
of the problem considers area coverage, that is, the case in which we are interested
to observe the entire area, rather than single points of it. Hence, the region resulting
from the union of the sensing ranges for each cover should correspond to the whole
area. It was however shown in [2] that any area coverage instance can be reduced to
an equivalent target coverage one, by identifying in pre-processing specific targets,
such that their coverage would induce coverage for the whole area.

In this work, we aim to solve MLP within a context that does not strictly cor-
respond neither to target nor to area coverage. We start by the observing that, in
an area coverage context, the requisite to cover the whole area can usually be re-
alistically relaxed in real-world applications. Suppose that, for instance, we are in-
terested to collect average temperatures or monitor the occurrence of fires. Within
small distances, a sensor would not detect significantly different values. We can then
discretize the original area into sub-areas of appropriate size (zones), and guarantee
a partial coverage for each of them in each cover. Analogously, in a target coverage
case, we can imagine that collecting information in the close proximities of the cho-
sen target location can generally be sufficient. Again, in this case we can define a
zone around each target. By relaxing in both cases the coverage requirement, such
an approach can bring improvements in the network lifetime, without decreasing
the quality of the solution, given appropriately chosen zone sizes. As will be shown,
this new problem can be reduced to an equivalent target coverage one as well.
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The specific considered scenarios are described in Section 2. In Section 3 we
illustrate the method use to determine whether each target is able to cover each zone.
In Section 4 we discuss the reduction to target coverage, and resume the algorithm
presented in [4] that we use to solve it. Finally, computational results are presented
in Section 5.

2 Considered test scenarios

We consider zone monitoring in the context of two different test scenarios, that we
call Type 1 and Type 2, respectively. The Type 1 scenarios are meant to model area
coverage. Given a square area of size L2, where L is the length of the side, we
partition the area into (L/l)2 square zones with side l and area l2. An example of
Type 1 instance (with L/l = 5) is shown in Figure 1(a), along with an example of
feasible cover (only active sensors are shown). As can be seen, each zone is at least
partially within a sensing range, even if a relevant portion of the area is uncovered.
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·

·

·

(a) Type 1 scenario and feasible cover

·
·

·

·
·

(b) Type 2 scenario and feasible cover

Fig. 1 Example instances and covers for the two considered scenario types

Type 2 scenarios model the target coverage case instead. To build these instances,
we first randomly dispose a predefined number of targets within the area. Then, we
consider for each target a square zone, such that the target is the center point of
it. To further generalize this case, each zone in a Type 2 instance is rotated by a
randomly chosen angle. Note that, differently from Type 1 instances, the zones may
present overlaps, and their union does not necessarily correspond to the whole area.
An example of Type 2 instance and feasible cover is shown in Figure 1(b).
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3 Coverage detection method

4 Reduction to Target Coverage and CG solution approach

Using the coverage detection method illustrated in Section 3, we preprocess each
input instance and determine which sensors can monitor each zone. For each sensor
si ∈ S and zone zk ∈ Z, we consider a binary parameter δik which is equal to 1 if si
can keep zk under observation, and 0 otherwise.

We note that any instance of our problem can then be reduced to an equivalent
instance of the MLP problem, in which there exists a target tk for each zone zk, and
such that any given sensor si covers tk if and only if δik = 1.

In order to solve the problem, we apply the highly effective CG-based exact
algorithm proposed in [4]. Let C = {C1, . . . ,Ch} be a set of feasible covers. Note
that the overall number of feasible covers can be exponential, hence the aim of the
CG algorithm is to find the optimal solution while avoiding to generate most of
them. The master problem is defined as follows:

[MP]max ∑
C j∈C

w j (1)

s.t.

∑
C j∈C :si∈C j

w j ≤ bi ∀si ∈ S (2)

w j ≥ 0 ∀C j ∈ C (3)

Each w j variable models the activation time of C j in the solution. The objective
function maximizes the network lifetime that can be obtained using these covers,
while the constraints (2) impose that sensor battery durations are respected. In the
coefficient matrix of [MP], the column associated to w j represents the encoding of
C j. Indeed, in the position corresponding to the ith constraint of type (2) it contains
value 1 if si ∈C j, and 0 otherwise. The aim of the pricing subproblem is to identify
a new cover with potential to improve the [MP] objective value if introduced in C .
The subproblem can be modeled using the following ILP formulation:

[SP] min ∑
si∈S

πixi−1 (4)

s.t.

∑
si∈S:δik=1

xi ≥ 1 ∀zk ∈ Z (5)

xi ∈ {0,1} ∀si ∈ S (6)
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Each binary variable xi represents the choice related to the inclusion of sensor
si ∈ S in the new cover. The constraints (5) make sure that at least a sensor is chosen
among the ones that can monitor each zone. The πi values are the shadow prices
associated to constraints (2) after solving [MP]. The objective function identifies
the cover with minimum reduced cost, where the constant value 1 corresponds to
the coefficient of each variable in (1). If the optimal [SP] solution value is greater
or equal than 0, the incumbent feasible found by [MP] is also optimal, otherwise
the new cover (which is said to be attractive) is added to C and [MP] is solved
again. The CG procedure can be iterated until a proven optimal solution is found.
The [SP] is an NP-hard covering problem, hence the algorithm proposed in [4] also
integrates a GA to solve it heuristically. In more detail, after each [MP] resolution,
the algorithm first calls the GA. If the final population of the GA contains one or
more attractive covers, they are all added to C . Otherwise, [SP] is used to solve the
subproblem; clearly, the exact resolution of the subproblem is needed at least once,
in order to certify the optimality of the solution. In the following, we briefly resume
the GA procedure; for additional details, see [4]. Each chromosome corresponds to
a solution for [SP], and is therefore a binary string of size |S|, representing the en-
coding of a cover. The fitness function coincides with the objective function value
of [SP]. The GA starts from a fixed-size population P, composed of randomly gen-
erated chromosomes. For a predefined number of iterations it, two parent chromo-
somes are chosen through binary tournament selection, and the following operators
are applied in sequence to produce a child chromosome c:

• Crossover: The crossover builds c by applying a bitwise AND operation on p1
and p2. Each sensor then belongs to c if and only if it belongs to both p1 and p2.

• Mutation: Given the chromosome c obtained after applying the crossover, the
mutation operator switches the value of one of its elements, chosen randomly
among those that have identical value among the two parents. If the parents are
completely different, a random element of c is mutated.

• Feasibility: The c chromosome resulting from crossover and mutation could be
unfeasible, that is, some zones could be uncovered. Iteratively, the feasibility
operator choses at random a sensor that can cover additional zones, and sets the
related bit to 1 in c, until feasibility is obtained.

• Redundancy: The redundancy operator is used to remove from c sensors that are
not needed for feasibility. Iteratively, it computes a list of such redundant sensors,
choses a random element of it and sets the related bit to 0 in c.

Finally, if the new produced chromosome c is not already in P, it is introduced
in the population, and replaces an older chromosome, chosen among the |P|/2 ones
with worse fitness function. Otherwise, it is discarded. The described GA is also
used to generate the starting columns belonging to C , used to first solve [MP].
In this case, random values are used for the shadow prices πi, and the entire final
population P is assigned to C .
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5 Computational Results

Table 1 Add caption

Targets Radius Sensors Lifetime Time

50
0x

50
0

25 70.71 500 67.80 3.36
750 102.10 7.72

1000 135.70 13.22

100 35.35 500 34.00 3.38
750 53.90 8.39

1000 71.90 17.74

400 17.67 500 21.40 8.97
750 31.40 24.91

1000 42.10 48.31
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Table 2 Add caption

Radius Quadrato Sensors Lifetime Time Radius Quadrato Sensors Lifetime Time

A
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a
50

0x
50

0
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ar
ge

ts
15

0 500 43.10 1.83

A
re

a
10

00
x1

00
0

-T
ar
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ts

15

0 500 27.30 1.32
750 58.80 3.71 750 42.10 3.22

1000 79.60 6.21 1000 58.50 5.76

25 500 48.10 1.91 25 500 28.70 1.35
750 71.30 4.44 750 42.70 3.20

1000 88.10 6.53 1000 59.50 5.67

50 500 54.70 2.11 50 500 29.50 1.24
750 84.30 5.13 750 43.10 2.90

1000 97.60 6.74 1000 60.80 5.50

75 500 63.40 2.32 75 500 30.00 1.23
750 97.40 5.83 750 46.10 3.06

1000 107.60 7.76 1000 63.40 5.47

Radius Quadrato Sensors Lifetime Time Radius Quadrato Sensors Lifetime Time
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0 500 12.30 0.80
750 40.80 3.91 750 20.50 1.95

1000 66.90 8.43 1000 28.10 3.37

25 500 29.20 1.64 25 500 12.90 0.91
750 51.70 4.36 750 21.40 2.06

1000 87.50 11.32 1000 30.00 3.49

50 500 33.00 2.06 50 500 14.20 0.83
750 65.30 5.29 750 23.30 1.96
100 104.80 11.99 1000 33.70 3.83

75 1000 38.70 2.34 75 500 16.50 1.01
750 79.50 7.19 750 25.30 2.24

1000 121.60 13.42 1000 36.50 4.03
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